Solutions: Problem Set #8

(1) The regression output is provided in the other file. Increasing team batting average by, say, 10 points will lead to about 5 more wins per season. Hitting 10 more home runs in a season will lead to about 1.2 more wins in that season. Finally, lowering ERA by 1 point will increase the number of wins by about 17. All of these variables are statistically significant at the 1 percent level.

(1b) Note that when including both an intercept and the FULL set of team dummies, we have a perfect collinearity problem. As a result, one of the coefficient must be dropped. When I performed the regression, STATA dropped the dummy for the rockies.

(1c) A preferable alternative is to simply drop one of the variables yourself rather than have STATA do it for you. In (1c), we drop the intercept and include the full set of team dummies. Note that none of these dummies are individually significant (though jointly, they may be). The point estimate for the yankees, for example, is about 7. For other teams, it is about as large, and for still others, it is negative.

(1d) For the test, note that if all the dummy variable coefficients are equal, then this is equivalent to adding an intercept back into the model. This was the regression you ran in (1a). Thus, the F-statistic is formed by feeding the R-squared values into your test stat:

\[
\frac{(0.9973 - 0.8594)/29}{(1 - 0.9973)/(210 - 33)} \approx 311.8.
\]

This clearly exceeds the critical value from the \( F_{29,177} \) table (even though this is not provided in the book, it is clear that the value will be less than 312). Therefore, we conclude there is a significant role for the team fixed effects.

2 (a) The point estimate is just \( 810(0.45) = 364.5 \). So, in terms of a point prediction, a one dollar increase in the Beer Tax would save about 365 lives. The 95 percent
confidence interval is given by

\[ 364.5 \pm 1.96(810)(.22) = [15.23, 713.8]. \]

(b) Based on the results of column 4, if New Jersey lowers its drinking age to 18, the impact on the fatality rate will be .028. For a population of 8.1 million people, the predicted increase in the number of fatalities is

\[ 810(.028) = 22.7. \]

A 95 percent confidence interval is given by

\[ 22.7 \pm 810(1.96)(.066) = [-82.1, 127.48]. \]

(c) First, note that income is entered in log form, and so a 1 percent increase in real per capita income results in about 1.81 additional deaths per 10,000 people. Again, applied to a population of 8.1 million people, we obtain the point estimate:

\[ 810(1.81) = 1466.1, \]

so that the 1 percent increase in real income will lead to an additional 1,466 deaths. The 90 percent confidence interval is:

\[ 1466.1 \pm 810(1.64)(.47) = [840, 2092]. \]

(d) Yes, the time effects should be included. The \( F \) tests reject the null that the time effects are zero under each specification of the model.

(e) There are a few different ways to do this. Perhaps the easiest is to create a dummy variable, denoted \( W_i \) which indicates if the state is actually a western state. Then, interact this variable with the unemployment rate variable, denoted \( \text{unemp}_{it} \). Estimate a model of the form:

\[ \text{FatalityRate}_{it} = \beta_0 + \beta_1 \text{Unemp}_{it} + \beta_2 (W_i \ast \text{Unemp}_{it}) + \text{OtherVariables} + u_{it}. \]
The “other Variables” will consist of the state dummies, time effects, drinking age, etc. In this specification the marginal effect of unemployment on the fatality rate is $\beta_1 + \beta_2$ if your state is in the west, and $\beta_1$ otherwise. A test of $\beta_2 = 0$ will determine if there is variation in response to the unemployment rate in the west. You can conduct this test by simply looking at the t-statistic in the output and corresponding p-value.