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Introduction: A Car with a Cockroach Brain

Where are the artificial minds promised by 1950s science fiction and
1960s science journalism? Why are even the best of our “intelligent” arti-
facts still so unspeakably, terminally dumb? One possibility is that we sim-
ply misconstrued the nature of intelligence itself. We imagined mind as a
kind of logical reasoning device coupled with a store of explicit data—a
kind of combination logic machine and filing cabinet. In se doing, we
ignored the fact that minds evolved to make things happen. We ignored
the fact that the biological mind is, first and foremost, an organ for con-
trolling the biological body. Minds make motions, and they must make
them fast—before the predator catches you, or before your prey gets
" away from you. Minds are not disembodied logical reasoning devices.
This simple shift in perspective has spawned some of the most excit-
ing and groundbreaking work in the contemporary study of mind,
Research in “neural network” styles of computational modeling has
begun to develop a radically different vision of the computational struc-
ture of mind. Research in cognitive neuroscience has begun to unearth the
often-surprising ways in which real brains use their resources of neurons
and synapses to solve problems. And a growing wave of work on simple,
real-world robotics (for example, getting a robot cockroach to walk, seek
food, and avoid dangers} is teaching us how biological creatures might
achieve the kinds of fast, fluent real-world action that are necessary to sur-
vival. Where these researches converge we glimpse a new vision of the
nature of biological cognition: a vision that puts explicit data storage and
logical manipulation in its place as, at most, a secondary adjunct to the
kinds of dynamics and complex response loops that couple real brains,
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bodies, and environments. Wild cognition, it seems, has (literally} no time
for the filing cabinet.

Of course, not everyone agrees. An extreme example of the opposite
view is a recent $50 million attempt to instill commonsense understand-
ing in a computer by giving it a vast store of explicit knowledge. The pro-
ject, known as CYC (short for “encyclopedia™), aims to handcraft a vast
knowledge base encompassing a significant fraction of the general knowl-
edge that an adult human commands. Begun in 1984, CYC aimed at
encoding close to a million items of knowledge by 1994. The project was
to consume about two person-centuries of data-entry time. CYC was sup-
posed, at the end of this time, to “cross over”: to reach a point where it
could directly read and assimilate written texts and hence “self-program™
the remainder of its knowledge base.

The most noteworthy feature of the CYC project, from my point of
view, is its extreme faith in the power of explicit symbolic representation:
its faith in the internalization of structures built in the image of strings of
words in a public language. The CYC representation language encodes
information in units (“frames”) such as the following:

Missouri

Capital:  (Jefferson City)
Residents: (Andy, Pepa, Beth)

State of:  (United States of America)

The example is simplified, but the basic structure is always the same. The
unit has “slots™ {the three subheadings above), and each slot has as its
value a list of entities. Slots can reference other units (for example, the “res-
idents” slot can act as a pointer to another unit containing still more infor-
mation, and so on and so on). This apparatus of units and slots is
augmented by a more powerful language (the CycL. Constraint language)
that allows the expression of more complex logical relationships, such as
“For all itemns, if the item is an X then it has property Y.” Reasoning in
CYC can also exploit any of several simple inference types. The basic idea,
however, is to let the encoded knowledge do almost all the work, and to
keep inference and control structure simple and within the bounds of cur-
rent technology. CYC’s creators, Douglas Lenat and Edward Feigenbaum
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{1992, p. 192}, argue that the bottleneck for adaptive intelligence is
knowledge, not inference or control.

The CYC knowledge base attempts to make explicit all the little things
we know about our world but usually wouldn’t bother to say. CYC thus
aims to encode items of knowledge we all have but seldom rehearse—
items such as the following (ibid., p. 197):

Most cars today are riding on four tires.

If you fall asleep while driving, your car will start to head out of your lane
pretty soon.

If something big is berween you and the thing you want, you probably will
have to go around ir.

By explicitly encoding a large fraction of this “consensus reality knowl-
edge,” CYC is supposed to reach a level of understanding that will allow
it to respond with genuine intelligence. It is even hoped that CYC will use
analogical reasoning to deal sensibly with novel situations by finding par-
tial parallels elsewhere in its vast knowledge base.

CYC is an important and ambitious project. The commonsense data
base it now encodes will doubtless be of great practical use as a resource
for the development of better expert systems. But we should distinguish
two possible goals for CYC. One would be to provide the best simulacrum
of commonsense understanding possible within a fundamentally unthink-
ing computer system. The other would be to create, courtesy of the CYC
knowledge base, the first example of a genuine artificial mind.

Nothing in the performance of CYC to date suggests that the latter is
in the cards. CYC laoks set to become a bigger, fancier, but still funda-
mentally brittle and uncomprehending “expert system.” Adding more
and more knowledge to CYC will not remedy this. The reason is that CYC
lacks the most basic kinds of adaptive responses to an environment, This
shortcoming has nothing to do with the relative paucity of the knowledge
the system cXplicitly encodes. Rather, it is attributable to the lack of any
fluent coupling between the system and a real-world environment posing
real-world problems of acting and sensing. Even the lowly cockroach, as
we shall see, displays this kind of fluent coupling—it displays a version
of the kind of robust, flexible, practical intelligence that most computer
systems so profoundly lack. Yet such a simple creature can hardly be
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accused of commanding a large store of explicitly represented knowl-
edge! Thus, the CYC project, taken as an attempt to create genuine intel-
ligence and understanding in a machine, is absolutely, fundamentally, and
fatally flawed. Intelligence and understanding are rooted not in the pres-
ence and manipulation of explicit, language-like data structures, but in
something more earthy: the tuning of basic responses to a real world that
enables an embodied organism to sense, act, and survive.

This diagnosis is not new. Major philosophical critics of Al have long
questioned the attempt to induce intelligence by means of disembodied
symbol manipulation and have likewise insisted on the importance of sit-
uated reasomning (that is, reasoning by embodied beings acting in a real
physical environment). But it has been ali too easy to attribute such doubts
to some sort of residual mysticism—to unscientific faith in a soul-like
mental essence, or to a stubborn refusal to allow science to trespass on
the philosophers’ favorite terrain. But it is now increasingly clear that the
alternative to the “disembodied explicit data manipulation™ vision of Al
is not to retreat from hard science; it is to pursue some even harder sci-
ence. It is to put intelligence whete it belongs: in the coupling of organ-
isms and world that is at the root of daily, fluent action. From CYC to
cycle racing: such is the radical turn that characterizes the new sciences
of the embodied mind.

Take, for example, the humble cockroach. The roach is heir to a con-
siderable body of cockroach-style commonsense knowledge. At least, that
is how it must appear to any theorist who thinks explicit knowledge is the
key to sensible-looking real-world behavior! For the roach is a formida-
ble escape artist, capable of taking evasive action that is shaped by a mul-
titude of internal and external factors. Here is a brief list, abstracted from
Ritzmann’s {1993) detailed study, of the escape skills of the American
cockroach, Periplaneta americana:

The roach senses the wind disturbance caused by the motion of an ateack-
ing predator.

It distinguishes winds caused by predators from normal breezes and air
currents.

It does not avoid contact with other roaches.

When it does initiate an escape motion, it does not simply run at random.
Instead, it takes into account its own initial orientation, the presence of
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obstacles {such as walls and corners), the degree of illumination, and the
direction of the wind.

No wonder they always get away! This last nexus of contextual consid-
erations, as Ritzmann points outs, leads to a response that is much more
intelligent than the simple “sense predator and initiate random run” reflex
that cockroach experts {for such there be) once imagined was the whole
story. The additional complexity is nicely captured in Ritzmann’s descrip-
tions of a comparably “intelligent” automobile. Such a car would sense
approaching vehicles, but it would ignore those moving in normal ways.
If it detected an impeding collision, it would automatically initiate a turn
that took its own current state {various engine and acceleration parame-
ters) into account, took account of the road’s orientation and surface, and
avoided turning into other dangers. A car with the intelligence of a cock-
roach, it seems clear, would be way ahead of the current state of the auto-
motive art. “Buy the car with the cockroach brain” does not immediately
strike you as a winner of an advertising slogan, however. Our prejudice
against basic forms of biological intelligence and in favor of bigger and
fancier “filing cabinetflogic machines” goes all too deep.

How does the roach manage its escapes? The neural mechanisms are
now beginning to be understood. Wind fronts are detected by two cerci
(antenna-like structures located at the rear of the abdomen). Each cercus
is covered with hairs sensitive to wind velocity and direction. Escape
motions are activated only if the wind is accelerating ar 0.6 m/s? or more:
this is how the creature discriminates ordinary breezes from the lunges of
attackers, The interval between sensing and response is very short: 58 mil-
liseconds for a stationary roach and 14 milliseconds for a walking roach.
The initial response is a turn that takes between 20 and 30 milliseconds
(Ritzmann 1993, pp. 113-116). The basic neural circuitry underlying the
turn involves populations of neurons whose locations and connectivity are
now quite well understood. The circuitry involves more than 100
interneurons that act to modulate various turning commands in the light
of contextual information concerning the current location of the roach
and the state of the local envirenment. The basic wind information is car-
ried by a population of ventral giant interneurons, but the final activity
builds in the results of modulation from many other neuronal populations
sensitive to these other contextual features.
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Confronted with the cockroach’s impressive display of sensible escape
routines, a theorist might mistakenly posit some kind of stored quasi-
linguistic database. In the spirit of CYC, we might imagine that the roach
18 accessing knowledge frames that include such items as these:

If you are being attacked, don’t run straight into a wall.
If something big is between you and the food, try to go around it.
Gentle breezes are not dangerous.

As the philosopher Hubert Dreyfus (1991) and others have pointed out,
the trouble is that real brains don’ seem to use such linguaform, text-like
resources to encode skillful responses to the world. And this is just as well,
since such strategies would require vast amounts of explicir data storage
and search and could thus not yield the speedy responses that real action
tequires. In fact, a little reflection suggests that there would be no obvi-
ous end to the “commonsense” knowledge we would have to write down
to capture all that an adult human knows. Even the embodied knowledge
of a cockroach would probably require several volumes to capture in
detail!

But how else might Al proceed? One promising approach involves
what has become known as autonomous-agent theory. An autonomous
agent s a creature capable of survival, action, and motion in real time in
a complex and somewhat realistic environment. Many existing artificial
autonomous agents are real robots that are capable of insect-style walk-
ing and obstacle avoidance. Others are computer simulations of such
robots, which can thus move and act only in simulated, computer-based
environments. There are disputes between researchers who favor only
real-world settings and real robots and researchers who are happy to
exploit “mere™ simulations, but the two camps concur in stressing the
need to model realistic and basic behaviors and in distrusting overintel-
lectualized solutions of the “disembodied explicit reasoning” stripe.

With this general image of autonomous-agent research in mind, let
us return very briefly to our hero, the cockroach. Randall Beer and
Hillel Chiel have created plausible computer and robot simulations of
cockroach locomotion and escape. In modeling the escape response,
Beer and Chiel set out to develop an autonomous-agent model highly
constrained by ethological and neuroscientific data, The goal was, thus,
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to stay as close to the real biological data as is currently possible. To this
end, they combined the autonomous-agent methodology with neural-
network-style modeling. They also constrained this computational
model in ways consistent with what is known about the actual neutal
organization of (in this case) the cockroach. They used a neural net to
control the body of a simulated insect (Beer and Chiel 1993). The net
circuitry was constrained by known facts about the neural populations
and connectivities underlying the escape response in real cockroaches,
After training, the neural network controller was able to reproduce in
the simulated insect body all the main features of the escape response
discussed earliec. In the chapters that follow, we shall try to understand
something of how such successes are achieved. We shall see in detail how
the types of research just sketched combine with developmental, neuro-
scientific, and psychological ideas in ways that can illuminate a wide
range of both simple and complex behaviors. And we shall probe the
surprising variety of adaptive strategies available to embodied and envi-
ronmentally embedded agents—beings that move and that act upon
their worlds.

These introductory comments set out to highlight a fundamenta} con-
trast: to conjure the disembodied, atemporal intellectualist vision of mind,
and to lay beside it the itnage of mind as a controlier of embodied action.
The image of mind as controller forces us to take seriously the issues of
time, world, and body. Controllers must generate appropriate actions,
rapidly, on the basis of an ongoing interaction between the body and its
changing environment. The classical Al planning system can sit back and
take its time, eventually yielding a symbolically couched description of a
plausible course of action. The embodied planning agent must take action
fast—before the action of another agent claims its life. Whether symbol-
ic, text-like encodings have any role to play in these tooth-and-claw deci-
sions is still uncertain, but it now seern clear that they do not lie at its heart,

The route to a full computational understanding of mind is, to borrow
a phrase from Lenat and Feigenbaum, blocked by a mattress in the road.
For many years, researchers have swerved around the mattress, tried to
finesse it away, done just about anything except get down to work to shift
it. Lenat and Feigenbaum think the mattress is knowledge—that the puz-
zles of mind will fall away once a nice big knowledge base, complete with
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explicit formulations of commonsense wisdom, is in place. The lessons of
wild cognition teach us otherwise. The mattress is not knowledge but
basic, real-time, real-world responsiveness. The cockroach has a kind of
comimon sense that the best current artificial systems lack—no thanks,
surely, to the explicit encodings and logical derivations that may serve us
in a few more abstract domains. At root, our minds too are organs for
rapidly initiating the next move in real-world situations. They are organs
exquisitely geared to the production of actions, laid out in local space and
real time. Once mind is cast as a controller of bodily action, layers upon
layers of once-received wisdom fall away. The distinction between per-
ception and cognition, the idea of executive control centers in the brain,
and a widespread vision of rationality itself are all called into question.
Under the hammer too is the methodological device of studying mind and
brain with scant regard for the properties of the local environment or the
opportunities provided by bodily motion and action. The fundamental
shape of the sciences of the mind is in a state of flux. In the chapters to
follow, we will roam the landscape of mind in the changing of the light.

I

Outing the Mind

Well, what do you think you understand with? With your head? Bah!
—Nikos Kazantzakis, Zorba the Greek

Ninety percent of life is just being there.
—Woody Allen
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Autonomous Agents: Walking on the Moon

1.1 Under the Volcanol

In the summer of 1994, an eight-legged, 1700-pound robot explorer
named Dante II rapelled down a steep slope into the crater of an active
volcano near Anchorage, Alaska. During the course of a six-day mission,
Dante II explored the slope and the crater bed, using a mixture of
autonomous {self-directed) and external control. Dante 1l is one product
of a NASA-funded project, based at Carnegie Mellon University and else-
where, whose ultimate goal is to develop truly autonomous robots for the
purpose of collecting and transmitting detailed information concerning

- local environmental conditions on other planets. A much smaller, large-

ly autonomous robot is expected to be sent to Mars in 1996, and the
LunaCorp lunar rover, which is based on Dante II software, has a
reserved spot on the first commercial moon shot, planned for 1997,

The problems faced by such endeavors are instructive. Robots intend-
ed to explore distant worlds cannot rely on constant communication
with earth-based scientists—the time lags would soon lead to disaster.
Such robots must be programmed to pursue general goals by exploring
and transmitting information. For long missions, they will need to replen-
ish their own energy supplies, perhaps by exploiting solar power. They
will need to be able to function in the face of unexpected difficulties and
to withstand various kinds of damage. In short, they will have to satisfy
many {though by no means all) of the demands that nature made on
evolving mobile organisms.

The attempt to build robust mobile robots leads, surprisingly quickly,
to a radical rethinking of many of our old and comfortable ideas about
the narure of adaptive intelligence.
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1,2 The Robots’ Parade

Elmer and Elsie

The historical forebears of today’s sophisticated animal-like robots (some-
times called “animats™) were a pair of cybernetic “turtles” built in 1950
by the biologist W. Grey Walter, The “turtles”—named Elmer and Elsie2—
used simple light and touch sensors and electronic circuitry to seek light
but avoid intense light. In addition, the turtles each carried indicator
lights, which came on when their motors were running. Even such sim-
ple onboard equipment led to thought-provoking displays of behavior,
especially when Elmer and Elsie interacted both with each other (being
attracted by the indicator lights) and with the local environment (which
included a few light sources which they would compete to be near, and a
mirror which led to amusing, self-tracking “dancing”). In a strange way,
the casual observer would find it easier to read life and purpose into the
behavior of even these shallow creations than into the disembodied diag-
nostics of fancy traditional expert systems such as MYCIN.3

Herbert
One of the pioneers of recent autonomous-agent research is Rodney
Brooks of the MIT Mobile Robot Laboratory. Brooks's mobile robots
(“mobots”) are real robots capable of functioning in messy and unpre-
dictable real-world settings such as a crowded office. Two major charac-
teristics of Brooks’s research are the use of horizontal microworlds and
the use of activity-based decompositions within each horizontal slice.
The contrast between horizontal and vertical microworlds is drawn in
Clark 1989 and, in different terms, in Dennett 1978b. The idea is simple.
A microworld is a restricted domain of study: we can’t solve all the puz-
zles of intelligence all at once. A vertical microworld is one that slices off
a small piece of human-level cognitive competence as an object of study.
Examples include playing chess, producing the past-tense forms of English
verbs, and planning a picnic, all of which have been the objects of past Al
programs. The obvious worry is that when we human beings solve these
advanced problems we may well be bringing to bear computational
resources shaped by the other, more basic needs for which evolution
equipped our ancestors. Neat, design-oriented solutions to these recent
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problems may thus be quite unlike the natural solutions dictared by the
need to exploit existing machinery and solutions. We may be chess mas-
ters courtesy of pattern-recognition skills selected to recognize mates,
food, and predators. A horizontal microworld, in contrast, is the complete
behavioral competence of a whole but relatively simple creature {real or
imaginary). By studying such creatures, we simplify the problems of
human-level intelligence without losing sight of such biological basics as
real-time response, integration of various motor and sensory functions,
and the need to cope with damage.

Brooks (1991, p. 143) lays out four requirements for his arrificial crea-
tures:

A creature must cope appropriately and in a timely fashion with changes
i its dynamic environment.

A creature should be robust with respect to its environment. . . .
A creature should be able to maintain multiple goals. . . .
A creature should do something in the world; it should have some pur-
pose in being.
Brooks’s “creatures” are composed of a number of distinct activity-
producing subsystems or “layers.” These layers do not create and pass on
explicit, symbolic encodings or recodings of inputs. Instead, each layer is
itself a complete route from input to action. The “communication”
between distinct layers is restricted to some simple signal passing. One
layer can encourage, interrupt, or override the activity of another. The
resultant setup is what Brooks calls a “subsumption architecture”
{because layers can subsume one another’s activity but cannot communi-
cate in more detailed ways}.

A creature might thus be composed of three layers {Brooks 1991, p.
156):

Layer 1: Object avoidance via a ring of ultrasenic sonar sensors. These
cause the mobot to halt if an object is dead ahead and allow reorienta-
tion in an unblocked direction.

Layer 2: If the object avoidance layer is currently inactive, an onboar¢
device can generate random course headings so the mobot “wanders.”
Layer 3: This can surpass the wander layer and instead set up a distarn
goal to take the mobot into a whole new locale.



14 Chagter 1

A key feature of the methodology is thar layers can be added incremen-
tally, each such increment yielding a whole, functional crearure. Notice
that such creatures do not depend on a central reservoir of data or on a
central planner or reasoner. Instead, we see a “collection of competing
behaviofs” orchestrated by environmental inputs, There is no clear divid-
ing line between perception and cognition, no point at which perceptual
inputs are translated into a ceatral code to be shared by various onboard
reasoning devices. This image of multiple, special-purpose problem solvers
orchestrated by environmental inputs and relatively simple kinds of inter-
nal signaling is, I shall argue in a later chapter, a neuroscientifically plau-
sible model even of more advanced brains,

Herbert,? built at the MIT Mobot Lab in the 1980s, exploits the kind
of subsumption architecture just described. Herbert’s goal was to collect
empty soft-drink cans left strewn around the laboratory. This was not a
trivial task; the robot had to negotiate a cluttered and changing environ-
ment, avoid knocking things over, avoid bumping into people, and iden-
tify and collect the cans. One can imagine a classical planning device
trying to solve this complex real-world problem by using rich visual data
to generate a detailed internal map of the present surroundings, to isolate
the cans, and to plan a route. But such a solution is both costly and frag-
ile—the environment can change rapidly (as when someone enters the
room), and rich visual processing {e.g. human-level object and scene
recognition) is currently beyond the reach of any programmed system.

Subsumption architectures, as we saw, take a very different approach.
The goal is to have the complex, robust, real-time behavior emerge as the
result of simple interactions between relatively self-contained behavior-
producing subsystems, These subsystems are, in turn, controlled rather
directly by properties of the encountered environment.5 There is no cen-
tral control or overall plan. Instead, the environment itself will guide the
creature, courtesy of some basic behavioral responses, to success. In
Herbert’s case, these simple behaviors included obstacle avoidance {stop-
ping, reorienting, etc.) and locomotion routines. These would be inter-
rupted if a table-like outline was detected by a simple visual system. Once
Herbert was beside a table, the locomotion and obstacle-avoidance rou-
tines ceded control to other subsystems that swept the table with a laser
and a video camera. Once the basic outline of a can was detected, the
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robot would rotate uatil the can-like object was in the center of its field
of vision. At this point, the wheels stopped and a robot arm was activat-
ed. The arm, equipped with simple touch sensors, gently explored the
table surface ahead. When Herbert encountered the distinctive shape of
a can, grasping behavior ensued, the can was collected, and the robot
moved on.

Herbert is thus a simple “creature” that commands no stored long-term
plans or models of its environment. Yet, considered as an artificial ani-
mal foraging for cans in the sustaining niche provided by the Mobot Lab
ccosystem, Herbert exhibits a kind of simple adaptive intelligence in which
sensors, onboard circuitry, and external environment cooperate to ensure
success.

Attila

Rodney Brooks believes that robots smaller and more flexible than the
lurnbering Dante will better serve the needs of extraterrestrial exploration,
Attila® weighs just 37 pounds and uses multiple special-purpose “mini-
brains” {“finite-state machines”) to control a panoply of local behaviors
which together yield skilied walking: moving individual legs, detecting the
forces exerted by the terrain so as to compensate for slopes, and so on.
Attila also exploits infrared sensors to detect nearby objects. It is able to
traverse rough terrain, and even to stand up again if it should fall on its
back. Rodney Brocks claims that Attila already embodies something close
to insect-level intelligence.

Peripianeta Computatrix

This is the simulated cockroach mentioned above. Beer and Chiel (1993)
describe a neural-network controller for hexapod locomotion. Each leg
has a mini-controller that exploits a “pacemaker” unit—an idealized
model neuron whose output oscillates rhythmically. The unit will fire at
intervals determined by the tonic level of excitation from a command neu-
ron and any additional inputs it receives. The idea, borrowed from a bio-
logical model developed by K. G. Pearson {1978}, is to give each leg its
own rhythmic-pattern generator but then to factor in modulatory local
influences involving the different sensory feedbacks from each leg as the
insect traverses uneven terrain. Coordination between legs is achieved by
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Fagare 1.1
The fiest hexaped mabor, buile by Ken Bspensehicd at Case Wosteen Reserve

Universiry under the supervision of Rogee Chumn. Snarce: Quinn aimd Espenschied

11333- Frproduced by kind permission of K. Espenschicd, B. Quirmn, and Academic
a5,

!"'ig'u:r: 1.2

The secand hexaped robor, busilt by Ken Espensclicd at Case Wescern Boseove

g:lciremir:-' under the supervision of Roger Cuinn, Pharograph couctesy of Bandall
[ =8

Asdorasans Agewis iF

inhibitory links between neighboring pattern gencrators, Each leg has
three motor newrons: oane conteols back swing, one conteols forward
swing, and cne causes the foat to raise. The overall control circuit is
again Fully distributed. There is no central procssos that must orchestrate
a response by taking all sensory inpus inte account, Instend, each leg is
individually “intelligent,” and simple inhibitory linkages ensure globally
coherent behavior. Diflerent paivs emerge from the fsreracions between
different levels of tonic firing of the pacemaker units (the pattern genee-
ators) and local sensory feedback, The robot will adopt a ripod gait at
high firing frequencies and wall switch vo a metechronal gait a7 lower oncs,
In a fripesd gait, the front and back legs on ene side swing in phase with
the middle legs on the other side; in a metachronal gait, cach leg begins
its swing just after the leg behind it, in a kind of wave or dpple motios.,
Althouph designed end tested as a pure computer simulation, the loco-
snontiont eircuit has been used in a real rabor body and has proved rolwst
in the real world of [dcrian, inertia, noise, delays, and so on. An carly
example of 2 real-world hexapod robot is shown is figare 1.1 and & fur-
ther discussed in Beer and Chiel 1993 and in Quinn and Espenschied
1993 The locomaotion ¢irewit emploved is also able {(hecause it is so high-
ly distributed) to preserved most of its funcionality after damape to indi-
vidoal nenrons or connectinns [Beer eral, 1992, Despite the complesxdcy
of the behavine it produces, the locomotion circwit iself is quite mo<dest—
just 37 “neurans,” strategically deploved and interconneered. Monetheless,
videos of the robat hexapod and its sucpessors provide an enchralling spec-
tacle. One sequence shows 2 somewhat more comples suocessor robaot
ifigure 1.2) tentatively making its way ncross the rough terrain provided
by somme feagments of polystyrene packing. A foot is extended and gently
lewered, Finding no purchase (becavse of the local werain], it is refract-
ed and chen placed in a sligltly diffesent location. Eventually 2 suitable
footheld is discovered and the robot continucs on its way, Such tentative
exploratory behavior has all the flavor of real, binlogieal intelligence.

Brachintion Eobo

Brachiation (figure 1.3) 35 the branch-to-branch swinging motion that
apes use to traverse highly ferested reerain. Saito and Fukwda (1334}
describe a robot device thar learns 1o brachiate using 2 newral-neowork
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Figure 1,3

The brachiatisn of a gibban, Source: Saito and Fukuda 1993, Ulsed By kind pee-
mission of . Saito, T. Fukuda, and MIT Press,

Figure 1.4

A twa-link brachiten rahor , Socrce: Saite and Fukuda 1994, Used hy kine per
migsion of T, Saia, T, Fukuda, and MIT Press,

AntoHorions Apents

contraller. The task is especially inceresting since it incarporates a lea
ingy dimension and addresses a highly time<critical hehavion

The eabet uses a Form of neural-neswork lea rning called eornectic
izt Q-fearning.” Q-learning involves at tempring to learn the value of
ferent actions in different situarions. A O-learning syscem must have
delimited set of possible actions snd situations and must he provid
with a reward signal informing it of the value (goodness) of 1 chos
action in the situation it is facing, The goal is to learm a set of Situakic
action pairings thar will maximize success relasive to 2 reward signal. 5ai
and Fukuda demonstrate thar sich cechniques enable an actificial nen
network te learn to control a cwo-link real-waorld brachiation rabaor (G
ure 1,4), The fully trained brachiation sobot can awing successlully fro
“branch™ to “branch,” and if it misses ic is able i use ity momentum
swing back and try ngain.

COoG

COG (Brooks 1994: Brooks and Scein 1993} st surely be the mo
ambitiows of all the "MNew Roborics™ projects undertaken so farn The ped
ject, spearheaded by Rodney Brooks, aims to create a high-funcrionic
humanoid robor. The human-size ralot (figare 1.5} is not mobiles it i
however, able o move its hands, arms, head, and eyes. It is Boled v

tablztop, but it can swivel at the hipe. There are 24 individual moto:
underpinning these various degrees of freedum, and cach motor has

processor deveted solely 1o overseeing it operation (in line with the ges
eral mobot ethos of avoiding ceneralived conteel), The arms incorpora
springs, which allow some brute-meclanical smoothing, Moast of th
matars [excliding the eye motors) incorporate heat sensors thar allos
LOG to gather information abous its swa current workings by telling .
hiver hard various motoes are working—a kind of robot version of th
kinesthetic sense that rells us low aur tody parts are odented in space
Each eye cach comprises two cameras; one has a wide field of view wic
levw resolution, and the other has a nareow field of view with high resa
lutien. The cameras can move around surveying a visual scene, with th
nareow-field comera mimicking the mammalian fovea. O also recoive
audio information via four microphones, All this rich incoming daca i
processed by a “brain” composed of muliiple submachines {“renles,”
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Figure 1.5
Three views of the mbet COG, Photopraphs kindly provided by Bndney Brooks,
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ench with 2 megabyte of ROM and BLAM and 2 dedicated operating sys-
tem), which are capable of communicating with oae another in some
resericoed ways, COG% beain is thus iself a multi-processor system, and
COGSs nervous system also inclodes ather “intelligent” devices [:.-l.u:h G
the dedicated motor processocsh, The overall setup thus reflects muoch of
the puiding philosophy of Brooks™ work with robor inseces, but it is suf-
frciently complex to bring new and pressing problems oo the Lore. Fariliar
fearures include cthe lack of any cencral memory shared by all processors,
the lack of any central executive contrels, the restricred communicatons
between subdevices, and the stress on solving real-time problems invole-
o sensing and acting. The new problems all center arpund the veed o
press coherent behaviors from such a complex system withour falling back
on the ald, impractical methosds of secial planmning and ceneeal contrel. The
ingenious strarcgics and tricks chae enakble embodicd systems o maintain
coheremce while gxploiting multiple, special-purpoge, quasi-tndependeny
problem-solving roudines {addressed in later chaptees) shed light on the
rales of Tuinguape, ealtore, and institutions i cnpowersing luansn cogni-
tion. For the moment, however, let us back off and try o extrace some
gevneral moraks from our parade of actificial criters.

1.3 Minds without Models

The Mew Roborics revolution eejects a fundamental pare of the classical
g of meind. T rejects the innge of o central plamrer diat i poivy oo all
the infarmation available anvwhere in the system and dedicated o the dis-
eovery of possible behavioral sequences that will satisfy particular poals.
The trouble with the ceneral planner is that is profoundly impractzal. [t
introduces what Rodney Brooks apely rermed a “represenracional borcle-
neck™ hlocking fast, real-time response. The reason 15 that the incoming
sengory information must be converted fnoo a single symibolic code so chac
w:-t_:h il ]'.h|.5|||||.|,:|_' i |:_!¢:|| 1'.ril:'|| it. A 1|'|¢' E‘r!:ll'lr'u':rsr -;:l|:|IF1|.| will: 'iI:SEII' lian Wi
o be converted from its propricty code into the varions formarts necded
to contral various types of motor response. These steps af transkation are
time-consuming and expensive,

Astificial critcers like Herberr and Attila are notable for their lack of
central FI][I.|'||'I'iI'IE:- [nits plnl;.,:- the FI'.I'I!-:IJI.'HEII'iI:I'II architecture puts multiple
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quasi-independent devices, each of which constitutes a self-contained
pathway linking sensory input to action. As a result, the behaviors of such
systems are not mediated by any integrated knowledge base depicting the
current state of the overall environment. Such knowledge bases are often
called “detailed world models,” and it is a recurring theme of the new
approaches that they achieve adaptive success without the use of such
models.

It would be easy, however, to overstate this difference. A major danger
attending any revolutionary proposal in the sciences is that too much of
the “old view” may be discarded—that healthy babies may be carried
away by floods of bathwater. This very danger attends, T betieve, the New
Roboticists’ rejection of internal models, maps, and representations.
Taken only as an injunction to beware the costs of central, integrated,
symbolic models, the criticism is apt and important. Bot taken as a whole-
sale rejection of inner economies whose complexities include muitiple
action-centered representations and multiple partial world models, it
would be a mistake for at least two reasons.

First, there is no doubt that the human brain does at times integrate
multiple sources of information. The area that governs visual saccades (the
rapid motion of the high-resolution fovea 1o a new target) is able to
respond to multiple sensory inputs—we can saccade to the site of periph-
erally detected motion, to the origin of a sound, or to track an object
detected only by touch. In addition, we often combine modalities, using
touch, sight, and sound in complex interdependent loops where the infor-
mation received in each modality helps tune and disambiguate the rest {as
when we confront a familiar object in the dark corner of a cupboard).

Second, the presence of internal models intervening between input and
output does not always constitute a time-costly bottleneck. Motor emu-
lation provides a clean and persuasive example. Consider the task of
reaching for a cup. One “solution” to a reaching problem is ballistic
reaching. As its name implies, this style of reaching depends on a preset
trajectory and does nor correct for errors along the way. More skilled
reaching avails itself of sensory feedback to subtly correct and guide the
reaching along the way. One source of such feedback is proptrioception,
the inner sense that tells you how your body (your arm, in this case) is
located in space. But proprioceptive signals must travel back from bodily
peripheries to the brain, and this takes time—too much time, in fact, for
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the signals to be used to generate very smooth reaching movements. To
solve the problem, the brain may use a trick (widely used in industrial con-
trol systems) called motor ermulation. An emulator is a piece of onboard
awrcuitry that replicates certain aspects of the temporal dynamics of the
larger system. It takes as input a copy of a motor command and yields as
output a signal identical in form to one returning from the sensory periph-
eries. That is, it predicts what the proprioceptive feedback should be. If
the device is reliable, these predictions can be used instead of the real sen-
sory signals so as to generate faster error-correcting activity. Such emula-
tors are the subject of numerous detailed theoretical treatments {e.g. Kawato
et al. 1987; Dean et al. 1994} that show how simple neural-network
learning can yield reliable emulators and speculate on how such emula-
tors may be realized in actual neural circuitry.

Such a motor emulator is not a bottleneck blocking real-time success.
On the contrary, it facilitates real-time success by providing a kind of “vir-
tual feedback” that outruns the feedback from the real sensory peripheries.
Thus, an emularor provides for a kind of motor hyperacuity, enabling us
to generate smoother and more accurate reaching trajectories than one
would think possible in view of the distances and the speed of conduction
governing the return of sensory signals from bodily peripheries. Yet an
emulator is undoubtedly a kind of inner model. It models salient aspects
of the agents’ bodily dynamics, and it can even be deployed in the absence
of the usual sensory inputs. But it is a partial model dedicated to a specif-
ic class of tasks. It is thus compatible with the New Roboticists’ skepticism
about detailed and centralized world models and with their stress on real-
time behavioral success. It also underlines the intrinsic importance of the
temporal aspects of biological cognition. The adaptive role of the emula-
tor depends as much on its speed of operation (its ability to outrun the real
sensory feedback) as on the information it encodes.

Carefully understood, the first moral of embodied cognition is thus to
avoid excessive world modeling, and to pear such modeling as is required
to the demands of real-time, behavior-producing systems,

1.4 Niche Work

The second moral follows closely from the first. It concerns the need to
find very close fits between the needs and lifestyles of specific systems (be
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they animals, robots, or humans) and the kinds of information-bearing
environmental structures to which they will respond. The idea is that we
reduce the information-processing load by sensitizing the system to par-
ticular aspects of the world—aspects that have special significance because
of the environmental niche the system inhabits.

We saw something of this in the case of Herbert, whose “niche” is the
Coke-can-littered environment of the MIT Mobile Robot Laboratory.
One fairly reliable fact about that niche is that cans tend to congregate
on table tops. Another is that cans, left to their own devices, do not move
or attempt to escape. In view of these facts, Herbert’s computational load
can be substantially reduced. First, he can use low-resolution cues to
isolate tables and home in on them. Once he is at a table, he can begin a
special-purpose can-seeking routine. In seeking cans, Herbert need not
{and in fact cannot) form internal representations of the other objects on
the table. Herbert’s “world” is populated only by obstacles, table surfaces,
and cans. Having located a can, Herbert uses physical motion to orient
himself in a way thart simplifies the reaching task. In all these respects (the
use of motton, the reliance on easily detected cues, and the eschewal of
centralized, detailed world models), Herbert exemplifies niche-dependent
sensing.

The idea of niche-dependent sensing is not new. In 1934 Jakob Von
Uexkull published a wonderful monograph whose title translates as A4
Stroll through the Worlds of Animals and Men: A Picture Book of
Invisible Worlds. Here, with almost fairy-tale-like eloquence and clarity,
Von Uexkull introduces the idea of the Umuwelt, defined as che set of
environmental features to which a given type of animal is sensitized. He
describes the Umwelt of a tick, which is sensitive to the butyric acid found
on mammalian skin. Butyric acid, when detected, induces the tick to loose
its hold on a branch and to fall on the animal. Tactile contact extin-
guishes the olfactory response and initiates a procedure of running about
until heat is detected. Detection of heat initiates boring and burrowing.
It is impossible to resist quoting Von Uexkull at some length:

The tick hangs motionless on the tip of a branch in a forest clearing. Her posi-
tion gives her the chance to drop on a passing mammal. Out of the whole envi-

ronment, no stimulus affects her until a mammal approaches, whose blood she
needs before she can bear her young.
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And now something quite wonderful happens. Of all the influences that emanate
from the mammal’s body, only three become stimuli and those in definite sequence.
Out of the vast world which surrounds the tick, three shine forth from the da‘rk
like beacons, and serve as guides to lead her unerringly to her goal. To accomplish
this, the tick, besides her body with its receptors and effectors, has been given three
receptor signs, which she can use as sign stimuli. And these perceptual cues pre-
scribe the course of her actions so rigidly that she is only able to produce corre-
sponding specific effector cues.

The whole rich world around the tick shrinks and changes into a scanty frame-
work consisting, in essence, of three receptor cues and three effector cues—her
Umnwelt. But the very poverty of this world guarantees the unfailing certainty of
her actions, and security is more important than wealth. {ibid., pp. 11-12)

Von Uexkull’s vision is thus of different animals inhabiting different effec-
tive environments, The effective environment is defined by the parame-
ters that matter to an animal with a specific lifestyle. The overarching
gross environment is, of course, the physical world in its full glory and
intricacy.

Von Uexkull's monograph is filled with wonderful pictures of how
the world might seem if it were pictured through the lens of Umiwvelt-
dependent sensing (figures 1.6-1.8). The pictures are fanciful, but the
insight is serious and important. Biological cognition is highly selective,
and it can sensitize an organism to whatever {often simple) parameters
reliably specify states of affairs that matter to the specific life form. The
similarity between the operational worlds of Herbert and the tick is strik-
ing: Both rely on simple cues that are specific to their needs, and both
profit by not bothering to represent other types of detail, It is a natural
and challenging extension of this idea to wonder whether the humanly
perceived world is similarly biased and constrained. Our third moral
claims that it is, and in even more dramatic ways than daily experience
suggests.

1.5 A Feel for Detail?

Many readers will surely agree that even advanced human perception is
skewed toward the features of the world that matter with respect to
human needs and interests. The last and most speculative of our short list
of morals suggests that this skewing penetrates more deeply than we ever
imagined. In particular, it suggests that our daily perceptual experiences
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Figure 1.6

The environment and Umwelt of a scallop. Based on figure 19 of Von Uexkull

119934; adapted by Christine Clark, with permission of International Universities
TESS.

Autonomous Agents 27

The Unniwelt of an astronomer. Based on figure 21 of Von Uexkull 1234; adapt-
ed by Christine Clark, with permission of International Universities Press.

may mislead us by suggesting the presence of world models more durable
and detailed than those our brains actually build. This somewhat para-
doxical idea requires careful introduction.®

Consider the act of running to catch a ball. This is a skill which crick-
eters and baseball players routinely exhibit. How is it done? Common
experience suggests that we see the ball in motion, anticipate its contin-
ning trajectory, and run so as to be in a position to intercept it. In a sense
this is correct. But the experience {the “phenomenoclogy”) can be mis-
leading if one believes that we actively compute such trajectories. Recent
research® suggests that a more computationally efficient strategy is to
simply run so that the acceleration of the tangent of elevation of gaze from
fielder to ball is kept at zero. Do this and you will intercept the ball before
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Figure 1.8
The environment and Urwelt of a honeybee. Based on tigure 53 of Von Uexkull

113934; adapted by Christine Clark, with permission of International Universities
TESS.
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it hits the ground. Videotaped sequences of real-world ball interception
suggest that humans do indeed—unconsciously—use this strategy. Such a
strategy avoids many computational costs by isolating the minimal and
most easily detectable parameters that can support the specific action of
interception.

In a similar vein, an important body of research known as animate
vision (Ballard 1991; see also P. S. Churchland et al. 1994} suggests that
everyday visually guided problem solving may exploit a multitude of such
tricks and special-purpose routines. Instead of seeing vision as the trans-
formation of incoming light signals into a detailed model of a three-
dimensional external world, animate-vision research investigates ways in
which fast, fluent, adaptive responses can be supported by less computa-
tionally intensive routines: routines that intertwine sensing with acting and
moving in the world. Examples include the use of rapid and repeated sac-
cades to survey a visual scene and to extract detailed information only at
selected foveated locations, and the exploitation of coarser cues {such as
color) that can be detected at the low-resolution peripheries.

The case of rapid scanning is especially instructive. Human eyes exploit
a small area {less than 0.01 percent of the overall visual field) of very high
resolution. Visual saccades move this high-resolution window from point
to point in a visual scene. Yarbus (1967) showed that these saccades can
be intelligent in the sense that a human subject faced with an identical
scene will saccade around in very different ways so as to carry out dif-
ferent tasks. Such saccades are very fast (about three per second) and often
visit and revisit the same location. In one of Yarbus’s studies, subjects were
shown a picture of a room with some people in it and asked to either give
the ages of the people, guess what activity they had previously been
engaged in, or remember the locations of the people and objects. Very dif-
ferent patterns of saccade were identified, depending on which task was
specified.

Frequent saccades enable us, animate-vision researchers claim, to cit-
cumvent the need to build enduring and detailed models of our visual
surroundings. Instead, to borrow a slogan from Rodney Brooks, we can
use the world as its own best model and visit and revisit the real-world
scene, sampling it in detail at specific locations as required. The costly
business of maintaining and updating a full-scale internal medel of a
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three-dimensional scene is thus avoided. Moreover, we can sample the
scene in ways suited to the particular needs of the moment,

For all that, it certainly seems to us as if we are nsually in command
of a full and detailed three-dimensional image of the world around us. But
this, as several recent authors have pointed out,10 may be a subjective illu-
sion supported by our ability to rapidly visit any part of the scene and then
retrieve detailed (but not enduring) information from the foveated fegion.
Ballard (1991, p. 59) comments that “the visual system provides the illu-
sion of three-dimensional stability by virtue of being able to execute fast
behaviors.”

A useful analogy!! involves the sense of touch. Back in the 1960s,
Mackay raised the following question: Imagine you are touching a bot-
tle, with your eyes shut and your fingertips spread apart. You are recejv-
ing tactile input from only a few spatially separated points. Why don’t you
have the sensation of feeling an object with holes in i, corresponding to
the spaces between your fingers? The reason is, in a sense, obvious. We
use touch to explore surfaces, and we are accustomed to moving our fin-
BECtips so as to encounter more surface—especially when we know that
what we are holding is a bortle. We do not treat the spaces berween the
sensory inputs as indicating spaces in the world, because we are used 1o
using the senses as exploratory tools, moving first to one point and then
to the next. Reflection on this case jed one researcher to suggest that
what we often think of as the passive sensory act of “feeling the bottle”
is better understood as an action-involving cycle in which fragmentary
perceptions guide further explorations, and that this action-involving
cycle is the basis for the experience of perceiving a whole bottle,12 This
radical view, in which touch is cast as an exploratory tool darting hither
and thither so as probe and reprobe the local environment, extends quite
naturally to vision and to perception in general.

The suspicion that vision is not all it appears to be is wonderfully
expressed by Patricia Churchland, V. §. Ramachandran, and Terrence
Sejnowski in their 1994 Paper “A critique of pure vision.” In place
of “picture perfect” internal representation, they too propose that we
extract only a sequence of partial representations—a conjecture they char-
acterize as the “visual semi-worlds” or “partial representations per
glimpse” hypothesis. Support for such a hypothesis, they SUggest, comes
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not only from general computational considerations concerning the use
of frequent saccades and so on but also from some striking psychologi-
cal experiments, 13

The experiments involved using computer displays that “tricked” the
subjects by altering the visual display during saccadic eye movements. It
turned out that changes made during saccades were rather seldom detect-
ed. At these critical moments, whole abjects can be moved, colors altered,
and objects added, all while the subject (usually) remains blissfully
unaware. Even more striking, perhaps, is related research in which a sub-
ject is asked to read text from a computer screen. The target te:«.:t is never
all present on the screen at once. Instead, the real text is restncte.d to a
display of {for typical subjects) 17 or 18 characters. This text is sur-
rounded by junk characters which do not form real words. But {and here
is the erick) the window of real text moves along the screen as the sub-
ject’s eyes scan from left to right. The text is nontepetitive, as the com-
puter program ensures that proper text systematically unfolds in place of
the junk. (But, since it is a moving window, new junk appears where real
text used to be.) When such a system is well calibrated to an individual
subject, the subject does not notice the presence of the junk! Moreov.cr,
the subjective impression is quite distinctly one of being confrented “tlth
a full page of proper text stretching to the left and right visual peripheries.
In these cases, at least, we can say with confidence that the experienced
nature of the visual scene is a kind of subjective illusion caused by the use
of rapid scanning and a small window of resolution and attention.

1.6 The Refined Robot

Rodney Brooks’s Mobile Robot Laboratory once had the motto “Fast,
cheap, and out of control.” Such, indeed, is the immediate message of the
New Robotics vision. Without central planning or even the use of a cen-
tral symbolic code, these artificial systems fluently and robustly navigate
the real world. They do so in virtue of carefully orchestrated couplings
between relatively independent onboard devices and selected aspects of
the environment (the robor’s Umuwelt, if you will), Despite appearances,
it now seems conceivable that much of human intelligence is based on sim-
tlar environment-specific tricks and strategies, and that we too may not



32 Chapter 1

command any central, integrated world model of the traditional style.
Thus, to the extent that we take the broad morals of the New Robotics
to heart, we are confronted by two immediate and pressing problems.

The first is a problem of discovery. If we avoid the easy image of the
central planner cogitating over text-like data structures, and if we distrust
our intuitions concerning what types of information we are extracting
from sensory data, how should we proceed? How can we even formulate
hypotheses concerning the possible structure and operation of such unin-
tuitive and fragmentary minds? Brooks and others rely on developing a
new set of intuitions—intuitions grounded in attention to specific behav-
tors and organized around the general idea of a subsumption architecture,
As we seek to tackle increasingly complex cases, however, it is doubeful
that this “handcrafting approach can succeed. In subsequent chapters we
shall investigate some ways of proceeding that seem less hostage to human
intuitions: working up from real neuroscientific and developmental data,
relying more on getting robot systems to learn for themselves, and even
attempting to mimic genetic change so as to evolve generations of pro-
gressively more refined robots. Look to nature, and let simulated nature
takes its course! :

The second problem is one of coberence. Both the power and the puz-
zle of New Robotics research lie in the use of multiple, quasi-independent
subsystems from which goal-directed behavior gracefully emerges under
normal ecelogical conditions. The power lies in the robust, real-time
responsiveness of such systems. The puzzle is how to maintain coherent
behavior patterns as the systems grow more and more complex and are
required to exhibit a wider and wider variety of behaviors. One response
to such a problem is, of course, to renege on the basic vision and insist
that for complex, advanced behaviors there must be something more like
a central symbolic planning system at work. We should not, however, give
up too easily. In the chapters that follow, we shall unearth a surprising
number of further tricks and strategies that may induce global coherence.
Most of these strategies involve the use of some type of external structure
or “scaffolding” to mold and orchestrate behavior. Obvious contenders
are the immediate physical environment {recall Herbert) and our ability
to actively restructure that environment so as to better support and extend
our natural problem-solving abilities. These strategies are ecpecially evi-
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dent in child development, Less obvious but crucially important factors
include the constraining presence of public language, culture, and insti-
tutions, the inner economy of emotional response, and the various phe-
nomena relating to group or collective intelligence. Language and culture,
in particular, emerge as advanced species of external scaffolding
“designed” to squeeze maximum coherence and utility from fundamen-
tally short-sighted, special-purpose, internaily fragmented minds, From its
beginnings in simple robotics, our journey will thus reach out to touch—
and sometimes to challenge—some of the most ingrained elements of our
intellectual self-image. The Rational Deliberator turns out to be a well-
camouflaged Adaptive Responder. Brain, body, world, and artifact are dis-
covered focked together in the most complex of conspiracies. And mind
and action are revealed in an intimate embrace.



