
            
CHAPTER 10

Verification, Validation and Testing

OSMAN BALCI

Virginia Tech

10.1  INTRODUCTION

A simulation study is conducted for a variety of purposes including problem solving and training.

Starting with problem formulation and culminating with presentation of simulation study results,

it consists of complex processes of formulation, analysis, modeling, and experimentation (or exer-

cise). A typical simulation study requires multifaceted knowledge in diverse disciplines such as

Operations Research, Computer Science, Statistics, and Engineering. Due to the complex pro-

cesses and multifaceted knowledge requirements, simulation practitioners and managers face sig-

nificant technical challenges in conducting successful simulation studies. A successful simulation

study is defined to be the one which produces a sufficiently credible solution that is accepted and

used by the decision makers.

To significantly increase the probability of success in conducting a simulation study, an

organization must have a department or group called Simulation Quality Assurance (SQA). The

SQA group is responsible for total quality management and closely works with the simulation

project managers in planning, preparing and administering quality assurance activities throughout

the simulation study. The SQA is a managerial approach which is critically essential for the suc-

cess of a simulation study. Ören [1981, 1986, 1987] presents concepts, criteria and paradigms

which can be used in establishing an SQA program within an organization.

Assuring total quality involves the measurement and assessment of a variety of quality char-

acteristics such as accuracy, execution efficiency, maintainability, portability, reusability, and

usability (human-computer interface). Simulation study objectives dictate a priority ordering of

these quality characteristics since all of them cannot be achieved at the same level.

The purpose of this chapter is to present principles and techniques for the assessment of

accuracy throughout the life cycle of a simulation study. The accuracy quality characteristic is

assessed by conducting verification, validation and testing (VV&T).
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Model Verification is substantiating that the model is transformed from one form into

another, as intended, with sufficient accuracy. Model verification deals with building the model

right. The accuracy of transforming a problem formulation into a model specification or the accu-

racy of converting a model representation in a micro flowchart into an executable computer pro-

gram is evaluated in model verification.

Model Validation is substantiating that the model, within its domain of applicability,

behaves with satisfactory accuracy consistent with the study objectives. Model validation deals

with building the right model.

An activity of accuracy assessment can be labeled as verification or validation based on an

answer to the following question: In assessing the accuracy, is the model behavior compared with

respect to the corresponding system behavior through mental or computer execution? If the

answer is “yes” then model validation is conducted; otherwise, it implies that the transformational

accuracy is judged implying model verification.

Model Testing is ascertaining whether inaccuracies or errors exist in the model. In model

testing, the model is subjected to test data or test cases to determine if it functions properly. “Test

failed” implies the failure of the model, not the test. A test is devised and testing is conducted to

perform either validation or verification or both. Some tests are devised to evaluate the behavioral

accuracy (i.e., validity) of the model, and some tests are intended to judge the accuracy of model

transformation from one form into another (verification). Therefore, the whole process is com-

monly called model VV&T.

Testing should not be interpreted just as functional testing which requires computer execu-

tion of the model. Administering reviews, inspections, and walkthroughs is similar to devising a

test under which model accuracy is judged. In this case, panel members become part of the

devised test and the testing is conducted by each member executing a set of tasks. Therefore,

informal techniques described in Section 10.4 are also considered testing techniques.

10.2  THE LIFE CYCLE AND A CASE STUDY

The processes and phases of the life cycle of a simulation study and a simulation and modeling

case study are presented in this section. The case study is used throughout the chapter to illustrate

the life cycle and the VV&T principles and techniques.

The life cycle of a simulation study is presented in Figure 10.1 [Balci 1990; Nance 1994].

The phases are shown by shaded oval symbols. The dashed arrows describe the processes which

relate the phases to each other. The solid arrows refer to the credibility assessment stages. Banks

et al. [1987] and Knepell and Arangno [1993] review other modeling processes for developing
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simulations.

The life cycle should not be interpreted as strictly sequential. The sequential representation

of the dashed arrows is intended to show the direction of development throughout the life cycle.

The life cycle is iterative in nature and reverse transitions are expected. Every phase of the life

cycle has an associated VV&T activity. Deficiencies identified by a VV&T activity may necessi-

tate returning to an earlier process and starting all over again.

The ten processes of the life cycle are shown by the dashed arrows in Figure 10.1. Although

each process is executed in the order indicated by the dashed arrows, an error identified may

necessitate returning to an earlier process and starting all over again. Some guidelines are pro-

vided below for each of the ten processes.

Problem Formulation

When a problem is recognized, a decision maker (a client or sponsor group) initiates a study by

communicating the problem to an analyst (a problem-solver, contractor, or a consultant/research

group). The communicated problem is rarely clear, specific, or organized. Hence, an essential

study to formulate the actual problem must follow. Problem Formulation (problem structuring or

problem definition) is the process by which the initially communicated problem is translated into

a formulated problem sufficiently well defined to enable specific research action [Woolley and

Pidd 1981].

Balci and Nance [1985] present a high-level procedure that: (1) guides the analyst during

problem formulation, (2) structures the formulated problem VV&T, and (3) seeks to increase the

likelihood that the study results are utilized by decision makers.

Case Study

The Town of Blacksburg in Virginia (client) receives complaints from the drivers using the traffic

intersection at Prices Fork Road and Toms Creek Road, shown in Figure 10.2, about too much

waiting during the rush-hour periods. The town hires a consulting company (the contractor) to

conduct a study and propose a solution to the problem.

The contractor conducts the process of problem formulation and determines the study

objective as follows: 

Identify which operating policy should be implemented at the traffic intersection so as 
to reduce the average waiting time of vehicles in each travel path to an acceptable 
level during the rush-hour periods. Possible operating policies include different light 
timings, two-way stop signs, four-way stop signs, flashing red and yellow lights, and 
constructional changes such as adding new lanes.
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Investigation of Solution Techniques

All alternative techniques that can be used to solve the formulated problem should be identified. A

technique whose solution is estimated to be too costly or is judged to be not sufficiently beneficial

with respect to the study objectives should be disregarded. Among the qualified ones, the tech-

nique with the highest expected benefits/cost ratio should be selected.

The statement “when all else fails, use simulation” is misleading if not invalid. The question

is not to bring a solution to the problem, but to bring a sufficiently credible one which will be
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Figure 10.2.  The Traffic Intersection at Prices Fork Road and Toms Creek Road.
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accepted and used by the decision maker(s). A technique other than simulation may provide a less

costly solution, but it may not be as useful.

Sometimes, the communicated problem is formulated with the influence of a solution tech-

nique in mind. Occasionally, simulation is chosen without considering any other technique just

because it is the only one the analyst(s) can handle. Skipping the investigation process may result

in unnecessarily expensive solutions, sometimes to the wrong problems.

As a result of the investigation process, it is assumed here that simulation is chosen as the

most appropriate solution technique. At this point, the simulation project team should be activated

and be made responsible for the formulated problem VV&T and feasibility assessment of simula-

tion before proceeding in the life cycle.

Case Study

The contractor investigates all possible solution techniques and selects discrete event simulation

as the one with the highest benefits/cost ratio.

System Investigation

Characteristics of the system that contains the formulated problem should be investigated for con-

sideration in system definition and modeling. Shannon [1975] identifies six major system charac-

teristics: (1) change, (2) environment, (3) counterintuitive behavior, (4) drift to low performance,

(5) interdependency, and (6) organization. Each characteristic should be examined with respect to

the study objectives that are identified with the formulation of the problem.

In simulation, we mostly deal with stochastic and dynamic real systems that change over a

period of time. How often and how much the system will change during the course of a simulation

study should be estimated so that the model representation can be updated accordingly. Changes

in the system may also change the study objectives.

A system's environment consists of all input variables that can significantly affect its state.

The input variables are identified by assessing the significance of their influence on the system's

state with regard to the study objectives. Underestimating the influence of an input variable may

result in inaccurate environment definition.

Some complex systems may show counterintuitive behavior which should be identified for

consideration in defining the system. However, this is not an easy task, especially for those sys-

tems containing many subjective elements (e.g., social systems). Cause and effect are often not

closely related in time or space. Symptoms may appear long after the primary causes [Shannon

1975]. To be able to identify counterintuitive behavior, it is essential that the simulation project
6



                        
employs people who have expert knowledge about the system under study.

A system may show a drift to low performance due to the deterioration of its components

(e.g., machines in a manufacturing system) over a period of time. If this characteristic exists, it

should be incorporated within the model representation especially if the model's intended use is

forecasting.

The interdependency and organization characteristics of the system should be examined

prior to the abstraction of the real system for the purpose of modeling. In a complex stochastic

system, many activities or events take place simultaneously and influence each other. The system

complexity can be overcome by way of decomposing the system into subsystems and subsystems

into other subsystems. This decomposition can be carried out by examining how system elements

or components are organized.

Once the system is decomposed into subsystems the complexity of which is manageable

and the system characteristics are documented, model formulation process can be started follow-

ing the system and objectives definition VV&T.

Case Study

The contractor conducts the process of system investigation. It is determined that the traffic inter-

section will not change during the course of the study. The interarrival time of vehicles in lane Lj

where j = 1,2,3,...,11 is identified as an input variable making up the environment, whereas pedes-

trians, emergency vehicles and bicycles are excluded from the system definition due to their negli-

gible effect on the system's state. No counterintuitive behavior can be identified. The system

performance does not deteriorate over time.

Model Formulation

Model formulation is the process by which a conceptual model is envisioned to represent the sys-

tem under study. The Conceptual Model is the model which is formulated in the mind of the mod-

eler [Nance 1994]. Model formulation and model representation constitute the process of model

design.

Input data analysis and modeling [Law and Kelton 1991; Banks et al. 1996] is a subprocess

of Model Formulation and is conducted with respect to the way the model is driven. Simulation

models are classified as self-driven or trace-driven. A self-driven (distribution-driven or probabi-

listic) simulation model is the one which is driven by input values obtained via sampling from

probability distributions using random numbers. A trace-driven (or retrospective) simulation

model, on the other hand, is driven by input sequences derived from trace data obtained through
7



       
measurement of the real system.

Under some study objectives (e.g., evaluation, comparison, determination of functional

relations) and for model validation, input data model(s) are built to represent the system's input

process. In a self-driven simulation (e.g., of a traffic intersection), we collect data on an input ran-

dom variable (e.g., interarrival time of vehicles), identify the distribution, estimate its parameters

and conclude upon a probability distribution as the input data model to sample from in driving the

simulation model [Vincent and Law 1995]. In a trace-driven simulation, we trace the system (e.g.,

using hardware and software monitors) and utilize the refined trace data as the input data model to

use in driving the simulation model.

Case Study

All assumptions made in abstracting the traffic intersection operation under the study objective

are explicitly stated and listed. Data is collected on the interarrival times of vehicles, current

traffic light timing, probabilities of turns, and travel times in each travel path. A single arrival

process is observed for lanes 1 and 2 and divided probabilistically. ExpertFit software [Vincent

and Law 1995] is used to identify probabilistic models of the input process. The results of input

data modeling are given in Table 10.1. 

The estimated probabilities of right turns are presented in Table 10.2. The identified proba-

bility distributions characterize the rush-hour traffic conditions and are used to sample from in

Table 10.1.  Probabilistic Models of Vehicle Interarrival Times for Each Lane.

Lane
Number

Probability
Distribution

Location
Parameter

Scale
Parameter

Shape
Parameter

1 & 2 Gamma 0.06494 4.05843 1.1031

3 Weibull 1.99415 31.1737 0.79453

4 Weibull 0 8.71858 0.8773

5 Lognormal 0 1.42075 1.40056

6 Weibull 0 32.9441 1.14441

7 Weibull 0.99627 27.6663 0.70053

8 Weibull 0 33.1788 1.46385

9 Lognormal 0 1.93024 1.11273

10 Weibull 0 6.91658 0.78088

11 Weibull 0 5.57763 0.71616
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driving the self-driven simulation model built.

Model Representation

This is the process of translating the conceptual model into a communicative model. A Communi-

cative Model is “a model representation which can be communicated to other humans, can be

judged or compared against the system and the study objectives by more than one human” [Nance

1994]. A communicative model (i.e., a simulation model design specification) may be represented

in any of the following forms: (1) structured, computer-assisted graphs, (2) flowcharts, (3) struc-

tured English and pseudocode, (4) entity-cycle (or activity-cycle) diagrams, (5) condition specifi-

cation [Overstreet and Nance 1985], and (6) more than a dozen diagramming techniques

described in [Martin and McClure 1985].

Several communicative models may be developed; one in the form of Structured English

intended for nontechnical people, another in the form of a micro flowchart intended for a pro-

grammer. Different representation forms may also be integrated in a stratified manner.

The representation forms should be selected based upon: (1) their applicability for describ-

ing the system under study, (2) the technical background of the people to whom the model is to be

communicated, (3) how much they lend themselves to formal analysis and verification, (4) their

support for model documentation, (5) their maintainability, and (6) their automated translatability

into a programmed model.

Case Study

The Visual Simulation Environment™ (VSE) software product [Balci et al. 1995; Orca 1996a,b]

is selected for simulation model development and experimentation. An aerial photograph of the

traffic intersection, obtained from the Town of Blacksburg, is scanned as shown in Figure 10.2.

Vehicle images, tree branches, and light posts on the roads are removed from the scanned image

using Adobe Photoshop™ software. The cleaned image is brought into the VSE Editor by click-

ing, dragging, and dropping. The photographic image is decomposed into components repre-

Table 10.2.  Estimated Probabilities of Right Turns

Location Probability

Turning to lane 2 from the combined arrival process for lanes 1&2 0.634

Right turn in lane 2 0.346

Right turn in lane 5 0.160

Right turn in lane 11 0.140
9



  
sented as circles as shown in Figure 10.3. The components are connected with each other using

the path tool. The traffic light for each lane is depicted by a line which changes color during ani-

mation. New classes are created by inheriting from the built-in VSE class hierarchy. Methods in

each class are specified by using VSE’s very high-level object-oriented scripting language. Vehi-

cles are modeled as dynamic objects and are instantiated at run-time with respect to the interar-

rival times sampled from the probability distributions shown in Table 10.1. Each graphical object

in the model representation is set to belong to a class to inherit the characteristics and behavior

specified in that class.

Figure 10.3.  Model Specification in the Visual Simulation Environment.
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Programming

Translation of the communicative model (model specification) into a programmed model (execut-

able model) constitutes the process of programming. A Programmed Model is an executable sim-

ulation model representation which does not incorporate an experiment design.

The process of programming can be performed by the modeler using a simulation software

product [Banks 1996], a simulation programming language [Banks 1996] or a high-level pro-

gramming language [Balci 1988].

Case Study

The traffic intersection model specification is created by using the VSE Editor tool. Then, by

selecting “Prepare for Simulation” menu option, the model specification is automatically trans-

lated into an executable form. The VSE Simulator tool is used to execute and animate the model

and conduct experiments.

Design of Experiments

This is the process of formulating a plan to gather the desired information at minimal cost and to

enable the analyst to draw valid inferences [Shannon 1975]. An Experimental Model is the pro-

grammed model incorporating an executable description of operations presented in such a plan.

A variety of techniques are available for the design of experiments. Response-surface meth-

odologies can be used to find the optimal combination of parameter values which maximize or

minimize the value of a response variable [Law and Kelton 1991]. Factorial designs can be

employed to determine the effect of various input variables on a response variable [Chapter 6 of

this handbook, Fishman 1978].Variance reduction techniques can be implemented to obtain

greater statistical accuracy for the same amount of simulation [Law and Kelton 1991]. Ranking

and selection techniques can be utilized for comparing alternative systems [Chapter 8 of this

handbook, Law and Kelton 1991; Banks et al. 1996]. Several methods (e.g., replication, batch

means, regenerative) can be used for statistical analysis of simulation output data [Chapter 7 of

this handbook].

Case Study

The VSE Simulator’s design of experiments panel is used to specify the method of replications for

statistical analysis of simulation output data. Fourteen performance measures are defined for all

travel paths:
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WjL = Average waiting time of vehicles arriving and turning left in lane j, j = 1, 3, 6, 9

WjS = Average waiting time of vehicles arriving and travelling straight in lane j, j = 2, 4, 5, 7, 10, 11

WjR = Average waiting time of vehicles arriving and turning right in lane j, j = 2, 5, 8, 11

The waiting time is the time spent by a vehicle in the whole traffic intersection, from arrival to the

intersection to departure. The experimentation objective is to select the best traffic light timing out

of three alternatives: the current light timing and two other alternatives suggested based on obser-

vation. The best light timing produces the lowest WjL, WjS, and WjR for each lane j.

Experimentation

This is the process of experimenting with the simulation model for a specific purpose. Some pur-

poses of experimentation are [Shannon 1975]: (1) training, (2) comparison of different operating

policies, (3) evaluation of system behavior, (4) sensitivity analysis, (5) forecasting, (6) optimiza-

tion, and (7) determination of functional relations. The process of experimentation produces the

Simulation Results.

Case Study

Using the VSE Editor, the model is instrumented to collect data on each performance measure.

The model is warmed up for 1,000 total number of vehicles passing through the intersection. Data

is collected during the steady-state period of 10,000 vehicles. Identical experimental conditions

are created by way of using the same random number generator seeds for each traffic light timing

alternative. The model is replicated 30 times and each performance measure replication value is

written to output file f, where f = 1, 2, 3, ..., 14. Then, the VSE Output Analyzer tool is used to

open the output files and construct confidence intervals and provide general statistics for each per-

formance measure.

Redefinition

This is the process of: (1) updating the experimental model so that it represents the current form

of the system, (2) altering it for obtaining another set of results, (3) changing it for the purpose of

maintenance, (4) modifying it for other use(s), or (5) redefining a new system to model for study-

ing an alternative solution to the problem.
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Case Study

Using the VSE Editor, the traffic light timing is modified and a new executable model is produced.

The VSE Simulator is used to conduct experiments with the model under the new traffic light tim-

ing. The VSE Output Analyzer is used to construct confidence intervals and provide general statis-

tics for each performance measure.

Presentation of Simulation Results

In this process, simulation results are interpreted and presented to the decision makers for their

acceptance and implementation. Since all simulation models are descriptive, concluding upon a

solution to the problem requires rigorous analysis and interpretation of the results.

The presentation should be made with respect to the intended use of the model. If the model

is used in a “what if” environment, the results should be integrated to support the decision maker

in the decision-making process. Complex simulation results may also necessitate such an integra-

tion. The report documenting the study and its results together with its presentation also consti-

tutes a form of supporting the decision maker.

Case Study

The experimentation results under three traffic light timing alternatives are presented to the deci-

sion makers. There was not a single alternative that reduced the average waiting time in every

travel path. However, alternative 1 was found to reduce the waiting times to acceptable levels in

all travel paths and hence, it is accepted and implemented by the decision makers.

10.3  VERIFICATION, VALIDATION AND TESTING PRINCIPLES

According to the Webster’s dictionary, a principle is defined as “1. an accepted or professed rule

of action or conduct. 2. a fundamental, primary, or general law or truth from which others are

derived. 3. a fundamental doctrine or tenet; a distinctive ruling opinion.” All three definitions

above apply to the way the term “principle” is used herein.

Principles are important to understand the foundations of VV&T. The principles help the

researchers, practitioners and managers better comprehend what VV&T is all about. They serve to

provide the underpinnings for over 75 VV&T techniques, described in Section 10.4, that can be

used throughout the life cycle. Understanding and applying these principles is crucially important

for the success of a simulation study.

The fifteen principles presented herein are established based on the experience described in
13



              
the published literature and the author’s experience during his VV&T research since 1978. The

principles are listed below in no particular order.

Principle 1:  VV&T must be conducted throughout the entire life cycle of a simulation study

VV&T is not a phase or step in the life cycle, but a continuous activity throughout the entire life

cycle presented in Figure 10.1. Conducting VV&T for the first time in the life cycle when the

experimental model is complete is analogous to the teacher who gives only a final examination

[Hetzel 1984]. No opportunity is provided throughout the semester to notify the student that he or

she has serious deficiencies. Severe problems may go undetected until it is too late to do anything

but fail the student. Frequent tests and homeworks throughout the semester are intended to inform

the students about their deficiencies so that they can study more to improve their knowledge as the

course progresses. 

The situation in VV&T is exactly analogous. The VV&T activities throughout the entire life

cycle are intended to reveal any quality deficiencies that might be present as the simulation study

progresses from problem definition to the presentation of simulation results. This allows us to

identify and rectify quality deficiencies during the life cycle phase in which they occur.

A simulation model goes through five levels of testing during its life cycle:

• Level 1: Private Testing. Performed by the modeler in private with no documentation. 
Although informal, private testing is strongly encouraged prior to formal submodel/
module testing [Beizer 1990].

• Level 2: Submodel (Module) Testing. Planned, performed and documented indepen-
dently by the SQA group. Submodel testing treats each submodel as a stand-alone unit, 
with its own input and output variables, that can be tested without other submodels. 

• Level 3: Integration Testing. Planned, performed and documented independently by the 
SQA group. Its objective is to substantiate that no inconsistencies in interfaces and com-
munications between the submodels exist when the submodels are combined to form the 
model. It is assumed that each submodel has passed the submodel testing prior to inte-
gration testing.

• Level 4: Model (Product) Testing. Planned, performed and documented independently by 
the SQA group. Its objective is to assess the validity of the overall model behavior.

• Level 5: Acceptance Testing. Planned, performed and documented independently by the 
sponsor of the simulation study or the independent third party hired by the sponsor. Its 
objective is to establish the sufficient credibility of the simulation model so that its 
results can be accepted and used by the sponsor.
14



   
Principle 2: The outcome of simulation model VV&T should not be considered as a binary 
variable where the model is absolutely correct or absolutely incorrect

Since a model is an abstraction of a system, perfect representation is never expected. Shannon

[1975] indicates that “it is not at all certain that it is ever theoretically possible to establish if we

have an absolutely valid model; even if we could, few managers would be willing to pay the

price.”

The outcome of model VV&T should be considered as a degree of credibility on a scale

from 0 to 100, where 0 represents absolutely incorrect and 100 represents absolutely correct. As

depicted in Figure 10.4 [Shannon 1975; Sargent 1996], as the degree of model credibility

increases, so will the model development cost. At the same time, the model utility will also

increase, but most likely at a decreasing rate. The point of intersection of two curves changes from

one model to another.

Model Development Cost

0 100Degree of Model Credibility

Cost Utility

Model Utility

Figure 10.4.  Model Credibility versus Cost and Utility.
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Principle 3: A simulation model is built with respect to the study objectives and its 
credibility is judged with respect to those objectives

The objectives of a simulation study are identified in the Formulated Problem phase and explicitly

and clearly specified in the System and Objectives Definition phase of the life cycle shown in Fig-

ure 10.1. Accurate specification of the study objectives is crucial for the success of a simulation

study. The model is either developed from scratch or an existing model is modified for use or an

available one is selected for use as-is all with respect to the study objectives.

The study objectives dictate how representative the model should be. Sometimes, 60% rep-

resentation accuracy may be sufficient; sometimes, 95% accuracy may be required depending on

the importance of the decisions that will be made based on the simulation results. Therefore,

model credibility must be judged with respect to the study objectives. The adjective “sufficient”

must be used in front of the terms such as model credibility, model validity or model accuracy to

indicate that the judgment is made with respect to the study objectives. It is more appropriate to

say “the model is sufficiently valid” than saying “the model is valid.” Here “sufficiently valid”

implies that the validity is judged with respect to the study objectives and found to be sufficient.

Principle 4: Simulation model VV&T requires independence to prevent developer’s bias

Model testing is meaningful when conducted in an independent manner by an unbiased person.

The model developer with the most knowledge of the model may be the least independent when it

comes to testing. The developers are often biased because they fear that negative testing results

may be used for their performance appraisal. Similarly, the organization which is contracted to

conduct the simulation study is also often biased because negative testing results can damage the

credibility of the organization and may lead to the loss of future contracts.

The independence in model testing can be achieved in two ways: (1) establishing an SQA

group within the organization conducting the simulation study, and (2) using an independent third

party hired by the sponsor of the simulation study. The first one is required to achieve indepen-

dence in level 3 and 4 testing within the organization as described under Principle 1. The SQA

group must be independent from the department in charge of conducting the simulation study and

should report to the top management. The SQA group is responsible for planning, performing and

documenting all level 2, 3 and 4 tests in an unbiased manner. It should be made clear to the simu-

lation project team that the main thrust of testing is to detect and document faults; it is not perfor-

mance appraisal of the project team. This point must be persuasively communicated to everyone

involved so that full cooperation is achieved in discovering and documenting errors.

The second one is required to achieve independence in level 5 (acceptance) testing as
16



  
described under Principle 1. The requirements for acceptance testing must be specified in the legal

contract by the sponsor. The test cases to be used must be well documented. Although the sponsor

can perform the acceptance testing, it is recommended that an independent third party contracted

by the sponsor be responsible for the testing. In that way, the organization conducting the simula-

tion study cannot claim that the sponsor is biased.

Principle 5: Simulation model VV&T is difficult and requires creativity and insight

One must thoroughly understand the whole simulation model so as to design and implement

effective tests and identify adequate test cases. Knowledge of the problem domain, expertise in

the modeling methodology and prior modeling and VV&T experience are required for successful

testing.

However, it is not possible for one person to fully understand all aspects of a large and com-

plex model especially if the model is a stochastic one containing hundreds of concurrent activi-

ties. The fundamental human limitation, called Hrair Limit, indicates that a human being cannot

process more than 7 ± 2 entities simultaneously. Hence, testing a complex simulation model is a

very difficult task and it requires creativity and insight.

The model developers are usually the most qualified to show the creativity and insight

required for successful testing since they are intimately knowledgeable about the internals of a

model. However, they are usually biased when it comes to model testing and they cannot be fully

utilized. Therefore, the inability to use model developers effectively for testing increases the diffi-

culty of testing.

False beliefs exist about testing as indicated by Hetzel [1984]: “testing is easy; anyone can

do testing; no training or prior experience is required.” The difficulty of model VV&T must not be

underestimated. The model testing must be well planned and administered by the SQA group.

Principle 6: Simulation model credibility can be claimed only for the prescribed conditions 
for which the model is tested

The accuracy of the input-output transformation of a simulation model is affected by the charac-

teristics of the input conditions. The transformation that works for one set of input conditions may

produce absurd output when conducted under another set of input conditions. 

In the case study, for example, a stationary simulation model is built assuming constant

arrival rate of vehicles during the evening rush hour and its credibility may be judged sufficient

with respect to the evening rush hour input conditions. However, the simulation model will show

invalid behavior when run under the input conditions of the same traffic intersection between 7:00
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a.m. and 6:00 p.m. During this time period, the arrival rate of vehicles is not constant and a non-

stationary simulation model is required. Hence, establishing sufficient model credibility for the

evening rush hour conditions does not imply sufficient model credibility for input conditions dur-

ing other times.

The prescribed conditions for which the model credibility has been established is called the

domain of applicability of the simulation model [Schlesinger et al. 1979]. Model credibility can

be claimed only for the domain of applicability of the model.

Principle 7: Complete simulation model testing is not possible

Exhaustive (complete) testing requires that the model is tested under all possible input conditions.

Combinations of feasible values of model input variables can generate millions of logical paths in

the model execution. Due to time and budgetary constraints, it is impossible to test the accuracy of

millions of logical paths. Therefore, in model testing, the purpose is to increase our confidence in

model credibility as much as dictated by the study objectives rather than trying to test the model

completely.

How much to test or when to stop testing is dependent on the desired domain of applicabil-

ity of the simulation model. The larger the domain the more testing is required. The domain of

applicability is determined with respect to the study objectives.

Hundreds of logical paths may need to be tested so as to substantiate model credibility

under a set of prescribed conditions. Due to budgetary and time constraints, all logical paths may

not be tested. Test data or test cases are prepared to test the logical paths in a random manner. Test

data can be generated by using: (1) random values, (2) deterministic values, (3) minimum values

for all input variables, (4) maximum values for all input variables, (5) a mixture of minimum and

maximum values for all input variables, (6) invalid values, and (7) simulated values.

When using test data, it must be noted that the law of large numbers simply does not apply.

The question is not how much test data is used, but what percentage of the valid input domain is

covered by the test data. The higher the percentage of coverage the higher the confidence we can

gain in model credibility.

Principle 8: Simulation model VV&T must be planned and documented

Testing is not a phase or step in the model development life cycle; it is a continuous activity

throughout the entire life cycle. The tests should be identified, test data or cases should be pre-

pared, tests should be scheduled and the whole testing process should be documented. 

Ad hoc or haphazard testing does not provide reasonable measurement of model accuracy.
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Hetzel [1984] points out that “such testing may even be harmful in leading us to a false sense of

security.” Careful planning is required for successful testing.

Planning and documenting model testing involves at least three groups of people: (1) spon-

sor of the simulation study, (2) SQA group of the organization conducting the simulation study,

and (3) simulation project management. The sponsor is responsible for documenting the tests and

specifying the test cases or data with which the acceptance testing will be performed. It is recom-

mended that a plan for acceptance testing be made part of the legal contract between sponsor and

contractor of the simulation study. If the study is conducted internally within an organization,

acceptance testing plan should be part of the requirements specification document. The SQA

group is responsible for planning, performing and documenting level 2 (module), level 3 (integra-

tion) and level 4 (model) testing.

A test plan is a document describing what is selected for testing, test data base and code,

test specifications, standards and conventions, test control, test configuration, test tools and the

results expected. An acceptance test plan is presented by Beizer [1990].

Principle 9: Type I, II and III errors must be prevented

Three types of errors may be committed in conducting a simulation study as depicted in Figure

10.5 [Balci and Nance 1985]. A Type I Error is committed when the simulation results are

rejected when in fact they are sufficiently credible. A Type II Error occurs when invalid simulation

results are accepted as if they are sufficiently valid. A Type III Error occurs if the wrong problem

is solved and committed when the formulated problem does not completely contain the actual

problem.

Committing a Type I Error unnecessarily increases the cost of model development. The con-

sequences of Type II and Type III Errors can be catastrophic especially when critical decisions are

made on the basis of simulation results. A Type III Error implies that the problem solution and the

simulation study results will be irrelevant when it is committed.

The probability of committing a Type I Error is called Model Builder’s Risk and the proba-

bility of committing a Type II Error is called Model User’s Risk [Balci and Sargent 1981]. VV&T

activities must focus on minimizing these risks as much as possible. Balci and Sargent [1981]

show how to quantify these risks when using hypothesis testing for the validation of a simulation

model with two or more output variables.

Figure 10.5 illustrates the occurrence of three types of errors assuming that the simulation

study results are certified by an independent organization. Whenever feasible, simulation results

should be independently certified so as to remove the developer’s bias and promote independent
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VV&T (See Principle 4).

Does the formulated
problem contain the complete

actual problem?

Is the
formulated problem

represented by a sufficiently
credible simulation

model?

Is the
credibility of simulation

results certified?
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credibility of simulation

results certified?

Are the
simulation results

accepted?

Are the
simulation results

accepted?

Successful
Ending

Unsuccessful
Ending

The actual problem has
a solution which is

sufficiently credible.

The actual problem does not have a
solution which is sufficiently credible.

Type I Error
is committed

Type II Error
is committed

Ending with
Type I Error

Ending with
Type II Error

Formulated
Problem

Type III Error
is committed

Yes

Yes

Yes

Yes

Yes

Yes

No

No

No

No

No

No

Figure 10.5.  Type I, II and III Errors in a Simulation Study.
20



Principle 10: Errors should be detected as early as possible in the life cycle of a simulation 
study

A rush to model implementation is a common problem in simulation studies. Sometimes simula-

tion models are built by direct implementation in a simulation system or (simulation) program-

ming language with no or very little formal model specification. As a result of this harmful build-

and-fix approach, experimental model VV&T becomes the only main credibility assessment

stage.

Detection and correction of errors as early as possible in the life cycle of a simulation study

must be the primary objective. Sufficient time and energy must be expended for each VV&T

activity shown in Figure 10.1. Nance [1994] points out that, detecting and correcting major mod-

eling errors during the process of model implementation and in later phases is very time consum-

ing, complex and expensive. Some vital errors may not be detectable in later phases resulting in

the occurrence of a Type II or III error. 

Nance and Overstreet [1987] advocate this principle and provide diagnostic testing tech-

niques for models represented in the form of condition specification. A model analyzer software

tool is included in the definition of a simulation model development environment so as to provide

effective early detection of model specification errors [Balci and Nance 1992; Derrick and Balci

1995; Balci et al. 1995].

Principle 11: Multiple response problem must be recognized and resolved properly

Figure 10.6 shows a simulation model with k output variables (responses or performance mea-

sures) and q input variables representing a system with corresponding k output variables and q

input variables. Superscript m indicates model and s indicates system. SM stands for submodel

and SS stands for subsystem.

Due to the multiple response problem described by Shannon [1975], the validity of a simu-

lation model with two or more output variables (responses) cannot be tested by comparing the

corresponding model and system output variables one at a time (i.e.,  versus ,  versus

 versus  as shown in Figure 10.6) using a univariate statistical procedure. A multi-

variate statistical procedure must be used to incorporate the correlations among the output vari-

ables in the comparison. Two such multivariate statistical techniques are presented by Balci and

Sargent [1984] using the Hotelling’s T2 statistic for constructing ellipsoidal joint confidence

regions to assess model validity. The techniques are described below.

The first technique requires independence between the model and system output data and is
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m

O1
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O2
m

O2
s … Ok

m, , Ok
s
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intended for self-driven simulation models of observable systems. Assume that the model and sys-

tem each has k output variables as depicted in Figure 10.6 with n observations on each model out-

put variable and N observations on each system output variable. Let 

and  be the k dimensional vectors of population means of model and sys-

tem output variables, respectively. Let  and  be

the k dimensional vectors of sample means of observations on model and system output variables,

respectively. Then, the 100(1 – γ)% joint confidence region is specified by those vectors

 satisfying the inequality

(1)

where S is the pooled variance-covariance matrix and  is the upper γ percentage

point of Hotelling’s T2 distribution with degrees of freedom k and n+N–k–1.

The second technique requires paired observations between the model and system output

variables and is intended for trace-driven simulation models. Let  be the k

dimensional vector of sample means of differences between the paired observations on the model
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Figure 10.6.  Model and System Characteristics.
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and system output variables with a sample size of N. The 100(1 – γ)% joint confidence region

consists of the vectors  satisfying the inequality

(2)

where Sd is the variance-covariance matrix of the differences.

When k = 3, the joint confidence region can be presented visually as illustrated in Figure

10.7 and can be used to assess the model accuracy with an exact level of 100(1 – γ)% confidence.

We can conclude that we are 100(1 – γ)% confident that the differences between the population

means of corresponding model and system output variables are contained within the joint confi-

dence region shown in Figure 10.7. Ideally, the joint confidence region contains zero at its center

and the smaller the size it has, the better it is. Any deviation from the idealistic case is an indica-

tion of the degree of invalidity. As k increases, interpretation of the joint confidence region

becomes difficult, but not impossible. With the use of computer-aided assistance, the model valid-

ity can be examined.
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Figure 10.7.  Joint Confidence Region Representing the Validity of a Simulation Model
with Three Output Variables.
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Principle 12: Successfully testing each submodel (module) does not imply overall model 
credibility

Suppose that a simulation model is composed of submodels (SMx) representing subsystems (SSx)

respectively as depicted in Figure 10.6. Submodel x can be tested individually by comparison to

subsystem x, where x = a, b, ..., j, using many of the VV&T techniques described in Section 10.4. 

The credibility of each submodel is judged to be sufficient with some error that is accept-

able with respect to the study objectives. We may find each submodel to be sufficiently credible,

but this does not imply that the whole model is sufficiently credible. The allowable errors for the

submodels may accumulate to be unacceptable for the whole model. Therefore, the whole model

must be tested even if each submodel is found to be sufficiently credible.

Principle 13: Double validation problem must be recognized and resolved properly

If data can be collected on both system input and output, model validation can be conducted by

comparing model and system outputs obtained by running the model with the “same” input data

that drives the system. Determination of the “same” is yet another validation problem within

model validation. Therefore, this is called the double validation problem.

This is an important problem that is often overlooked. It greatly affects the accuracy of

model validation. If invalid input data models are used, we may still find the model and system

outputs sufficiently matching each other and conclude incorrectly on the sufficient validity of the

model. 

The “same” is determined by validating the input data models. In the case study, the input

data models are the probability distributions given in Table 10.1. We must substantiate that the

input data models have sufficient accuracy in representing the system input process. Input data

modeling deals with characterization of the system input data [Johnson and Mollaghasemi 1994;

Vincent and Law 1995]. Simulation models are categorized into two classes with respect to the

way they are driven: trace-driven and self-driven. In trace-driven simulation, the system input is

characterized by the trace data collected from the instrumented system. The trace data becomes

the input data model which should be validated against the actual system input process. 

In self-driven simulations, the simulation model is driven by randomly sampling from the

probabilistic models developed to represent the data collected on the system input process. Usu-

ally, input data modeling is achieved by fitting standard probability distributions to observed data.

The input data models should be constructed using a multivariate statistical approach if the input

variables are correlated. Individually building a probabilistic model for each input variable does

not incorporate the correlations among the input variables; therefore, a multivariate probabilistic
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approach should be used.

Principle 14: Simulation model validity does not guarantee the credibility and acceptability 
of simulation results

Model validity is a necessary but not a sufficient condition for the credibility and acceptability of

simulation results. We assess model validity with respect to the study objectives by comparing the

model with the system as it is defined. If the study objectives are incorrectly identified and/or the

system is improperly defined, the simulation results will be invalid; however, we may still find the

model to be sufficiently valid by comparing it with the improperly defined system and with

respect to the incorrectly identified objectives.

A distinct difference exists between the model credibility and the credibility of simulation

results. Model credibility is judged with respect to the system (requirements) definition and the

study objectives, whereas the credibility of simulation results is judged with respect to the actual

problem definition and involves the assessment of system definition and identification of study

objectives. Therefore, model credibility assessment is a subset of credibility assessment of simu-

lation results.

Principle 15: Formulated problem accuracy greatly affects the acceptability and credibility 
of simulation results

It has been said that a problem correctly formulated is half solved [Watson 1976]. Albert Einstein

once indicated that the correct formulation of a problem was even more crucial than its solution.

The ultimate goal of a simulation study should not be just to produce a solution to a problem but

to provide one that is sufficiently credible and accepted and implemented by the decision makers.

We cannot claim that we conducted an excellent simulation study but the decision makers did not

accept our results and we cannot do anything about it. Ultimately we are responsible for the

acceptability and usability of our simulation solutions although in some cases we cannot affect or

control the acceptability.

Formulated problem accuracy assessed by conducting Formulated Problem VV&T greatly

affects the credibility and acceptability of simulation results. Insufficient problem definition and

inadequate sponsor involvement in defining the problem are identified as two important problems

in the management of computer-based models. It must be recognized that if problem formulation

is poorly conducted resulting in an incorrect problem definition, no matter how fantastically we

solve the problem, the simulation study results will be irrelevant.

Balci and Nance [1985] present an approach to problem formulation and 38 indicators for

assessing the formulated problem accuracy.
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10.4  VERIFICATION, VALIDATION AND TESTING TECHNIQUES

More than 75 VV&T techniques are presented in this section. Most of these techniques come

from the software engineering discipline and the remaining are specific to the modeling and simu-

lation field. The selected software VV&T techniques which are applicable for simulation model

VV&T are presented in a terminology understandable by a simulationist. Descriptions of some

software VV&T techniques are changed so as to make them directly applicable and understand-

able for simulation model VV&T.

Figure 10.8 shows a taxonomy which classifies the VV&T techniques into four primary cat-

egories: informal, static, dynamic, and formal. A primary category is further divided into second-

ary categories as shown in italics. The use of mathematical and logic formalism by the techniques

in each primary category increases from informal to formal from left to right. Likewise, the com-

plexity also increases as the primary category becomes more formal.

It should be noted that some of the categories presented in Figure 10.8 possess similar char-

acteristics and in fact have techniques which overlap from one category to another. However, a

distinct difference between each classification exists, as it is evident in the discussion of each in

this section. The categories and techniques in each category are described below.

Informal VV&T Techniques

Informal techniques are among the most commonly used. They are called informal because the

tools and approaches used rely heavily on human reasoning and subjectivity without stringent

mathematical formalism. The “informal” label does not imply any lack of structure or formal

guidelines for the use of the techniques. In fact, these techniques are applied using well structured

approaches under formal guidelines and they can be very effective if employed properly.

Audit

An audit is undertaken to assess how adequately the simulation study is conducted with respect to

established plans, policies, procedures, standards and guidelines. The audit also seeks to establish

traceability within the simulation study. When an error is identified, it should be traceable to its

source via its audit trail. The process of documenting and retaining sufficient evidence about how

the accuracy is substantiated is called an audit trail [Perry 1995]. Auditing is carried out on a peri-

odic basis through a mixture of meetings, observations and examinations [Hollocker 1987]. Audit

is a staff function and serves as the “eyes and ears of management.” [Perry 1995]
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Verification, Validation and Testing Techniques

Audit
Desk Checking
Documentation Checking
Face Validation
Inspections
Reviews
Turing Test
Walkthroughs

Informal

Cause-Effect Graphing
Control Analysis
	 Calling Structure Analysis
	 Concurrent Process Analysis
	 Control Flow Analysis
	 State Transition Analysis
Data Analysis
	 Data Dependency Analysis
	 Data Flow Analysis
Fault/Failure Analysis
Interface Analysis
	 Model Interface Analysis
	 User Interface Analysis
Semantic Analysis
Structural Analysis
Symbolic Evaluation
Syntax Analysis
Traceability Assessment

Static

Induction
Inductive Assertions
Inference
Lambda Calculus
Logical Deduction
Predicate Calculus
Predicate Transformation
Proof of Correctness

Formal

Acceptance Testing
Alpha Testing
Assertion Checking
Beta Testing
Bottom-Up Testing
Comparison Testing
Compliance Testing
	 Authorization Testing
	 Performance Testing
	 Security Testing
	 Standards Testing
Debugging
Execution Testing
	 Execution Monitoring
	 Execution Profiling
	 Execution Tracing
Fault/Failure Insertion Testing
Field Testing
Functional (Black-Box)Testing
Graphical Comparisons
Interface Testing
	 Data Interface Testing
	 Model Interface Testing
	 User Interface Testing
Object-Flow Testing
Partition Testing
Predictive Validation
Product Testing
Regression Testing
Sensitivity Analysis
Special Input Testing
	 Boundary Value Testing
	 Equivalence Partitioning Testing
	 Extreme Input Testing
	 Invalid Input Testing
	 Real-Time Input Testing
	 Self-Driven Input Testing
	 Stress Testing
	 Trace-Driven Input Testing
Statistical Techniques
Structural (White-Box)Testing
	 Branch Testing
	 Condition Testing
	 Data Flow Testing
	 Loop Testing
	 Path Testing
	 Statement Testing
Submodel/Module Testing
Symbolic Debugging
Top-Down Testing
Visualization/Animation

Dynamic

Figure 10.8.  A Taxonomy of Verification, Validation and Testing Techniques.
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Desk Checking

Desk Checking (also known as Self-Inspection) is the process of thoroughly examining one’s

work to ensure correctness, completeness, consistency and unambiguity. It is considered to be the

very first step in VV&T and is particularly useful for the early stages of development. To be effec-

tive, Desk Checking should be conducted carefully and thoroughly preferably by another person

since it is usually difficult to see one’s own errors [Adrion et al. 1982]. Syntax checking, cross-

reference checking, convention violation checking, detailed comparison to specification, reading

the code, the control flowgraph analysis and path sensitizing should all be conducted as part of

desk checking [Beizer 1990]. 

Documentation Checking

Documentation Checking is conducted to ensure correctness, completeness, consistency, and

unambiguity of all model documentation and to justify that all documentation is up-to-date with

respect to model logic specification. Often a model component logic is modified but the compo-

nent’s documentation is not updated. Sometimes model logic is documented erroneously.

In the case study, the documentation delivered to the decision makers must be an accurate

and up-to-date description of model logic and its results.

Face Validation

The project team members, potential users of the model, people knowledgeable about the system

under study, based on their estimates and intuition, subjectively compare model and system

behaviors under identical input conditions and judge whether the model and its results are reason-

able. Face Validation is useful as a preliminary approach to validation [Hermann 1967].

In the case study, the confidence intervals for the 14 performance measures obtained under

the currently used traffic light timing can be presented to experts. The experts can judge if average

waiting times of vehicles are reasonable under the observed rush-hour traffic conditions.

Inspections

Inspections are conducted by a team of four to six members for any model development phase

such as system and objectives definition, conceptual model design, or communicative model

design. For example, in the case of communicative model design inspection, the team consists of:

(1) Moderator: manages the inspection team and provides leadership; (2) Reader: narrates the

model design (communicative model) and leads the team through it; (3) Recorder: produces a
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written report of detected faults; (4) Designer: is the representative of the team which created the

model design; (5) Implementer: translates the model design into code (programmed model); and

(6) Tester: SQA group representative.

An inspection goes through five distinct phases: overview, preparation, inspection, rework

and follow-up [Schach 1996]. In phase I, the designer gives an overview of the (sub)model design

to be inspected. The (sub)model characteristics such as purpose, logic and interfaces are intro-

duced and related documentation is distributed to all participants to study. In phase II, the team

members prepare individually for the inspection by examining the documents in detail. The mod-

erator arranges the inspection meeting with an established agenda and chairs it in phase III. The

reader narrates the (sub)model design documentation and leads the team through it. The inspec-

tion team is aided by a checklist of queries during the fault finding process. The objective is to find

and document the faults, not to correct them. The recorder prepares a report of detected faults

immediately after the meeting. Phase IV is for rework in which the designer resolves all faults and

problems specified in the written report. In the final phase, the moderator ensures that all faults

and problems have been resolved satisfactorily. All changes must be examined carefully to ensure

that no new errors have been introduced as a result of a fix.

Major differences exist between inspections and walkthroughs. An inspection is a five-step

process, but walkthroughs consist of only two steps. The inspection team uses the checklist

approach for uncovering errors. The procedure used in each phase of the inspection technique is

formalized. The inspection process takes much longer than a walkthrough; however, the extra

time is justified because an inspection is a powerful and cost-effective way of detecting faults

early in the model development life cycle. [Ackerman et al. 1983; Beizer 1990; Dobbins 1987;

Knight and Myers 1993; Perry 1995; Schach 1996]

Reviews

The review is conducted in a similar manner as the inspection and walkthrough except in the way

the team members are selected. The review team also involves managers. The review is intended

to give management and study sponsors evidence that the model development process is being

conducted according to stated study objectives and evaluate the model in light of development

standards, guidelines and specifications. As such, the review is a higher level technique than the

inspection and walkthrough.

Each review team member examines the model documentation prior to the review. The team

then meets to evaluate the model relative to specifications and standards, recording defects and

deficiencies. The review team may be given a set of indicators to measure such as: (1) appropriate-
29



ness of the definition of system and study objectives, (2) adequacy of all underlying assumptions,

(3) adherence to standards, (4) modeling methodology used, (5) model representation quality, (6)

model structuredness, (7) model consistency, (8) model completeness, and (9) documentation.

The result of the review is a document portraying the events of the meeting, deficiencies identified

and review team recommendations. Appropriate action may then be taken to correct any deficien-

cies. 

In contrast with inspections and walkthroughs, which concentrate on correctness assess-

ment, reviews seek to ascertain that tolerable levels of quality are being attained. The review team

is more concerned with model design deficiencies and deviations from stated model development

policy than it is with the intricate line-by-line details of the implementation. This does not imply

that the review team is not concerned with discovering technical flaws in the model, only that the

review process is oriented towards the early stages of the model development life cycle. [Hol-

locker 1987; Perry 1995; Sommerville 1996; Whitner and Balci 1989]

Turing Test

The Turing Test is based upon the expert knowledge of people about the system under study. The

experts are presented with two sets of output data obtained, one from the model and one from the

system, under the same input conditions. Without identifying which one is which, the experts are

asked to differentiate between the two. If they succeed, they are asked how they were able to do it.

Their response provides valuable feedback for correcting model representation. If they cannot dif-

ferentiate, our confidence in model validity is increased. [Schruben 1980; Turing 1963; Van Horn

1971]

In the case study, two confidence intervals are first constructed for the average waiting time

of vehicles arriving and turning left in lane 1: (1) confidence interval estimated via simulation, and

(2) confidence interval constructed based on data collected at the traffic intersection. The two sets

of confidence intervals are presented to an expert who has intimate knowledge of the traffic inter-

section operation. Without identifying which one is which, the expert is asked to differentiate

between the two. If the expert cannot identify which one belongs to the real traffic intersection,

then the model is considered sufficiently valid with respect to that performance measure. This pro-

cess is repeated for each of the 14 performance measures.
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Walkthroughs

Walkthroughs are conducted by a team composed of a coordinator, model developer and three to

six other members. Except the model developer, all other members should not be directly involved

in the development effort. A typical structured walkthrough team consists of: (1) Coordinator:

most often is the SQA group representative who organizes, moderates and follows up the walk-

through activities; (2) Presenter: most often is the model developer; (3) Scribe: documents the

events of the walkthrough meetings; (4) Maintenance Oracle: considers long-term implications;

(5) Standards Bearer: concerned with adherence to standards; (6) Client Representative: reflects

the needs and concerns of the client; and (7) Other reviewers such as simulation project manager

and auditors.

The main thrust of the walkthrough technique is to detect and document faults; it is not per-

formance appraisal of the development team. This point must be made clear to everyone involved

so that full cooperation is achieved in discovering errors.

The coordinator schedules the walkthrough meeting, distributes the walkthrough material to

all participants well in advance of the meeting in order to allow for careful preparation and chairs

the meeting. During the meeting, the presenter walks the other members through the walkthrough

documents. The coordinator encourages questions and discussion so as to uncover any faults.

[Adrion et al. 1982; Deutsch 1982; Myers 1978, 1979; Yourdon 1985]

Static VV&T Techniques

Static VV&T techniques are concerned with accuracy assessment on the basis of characteristics of

the static model design and source code. Static techniques do not require machine execution of the

model, but mental execution can be used. The techniques are very popular and widely used, with

many automated tools available to assist in the VV&T process. The simulation language compiler

is itself a static VV&T tool. 

Static VV&T techniques can obtain a variety of information about the structure of the

model, modeling techniques and practices employed, data and control flow within the model, and

syntactical accuracy. [Whitner and Balci 1989]

Cause-Effect Graphing

Cause-effect graphing assists model correctness assessment by addressing the question of “what

causes what in the model representation?” It is performed by first identifying causes and effects in

the system being modeled and by examining if they are accurately reflected in the model specifi-

cation. In the case study, the following causes and effects may be identified: (1) the change of lane
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1 light to red immediately causes the vehicles in lane 1 to stop, (2) an increase in the duration of

lane 1 green light causes a decrease in the average waiting time of vehicles in lane 1, and (3) an

increase in the arrival rate of lane 1 vehicles causes an increase in the average number of vehicles

at the intersection.

As many causes and effects as possible are listed and the semantics are expressed in a

cause-effect graph. The graph is annotated to describe special conditions or impossible situations.

Once the cause-effect graph has been constructed, a decision table is created by tracing back

through the graph to determine combinations of causes which result in each effect. The decision

table is then converted into test cases with which the model is tested. [Pressman 1996; Myers

1979; Whitner and Balci 1989]

Control Analysis

The control analysis category consists of Calling Structure Analysis, Concurrent Process Analy-

sis, Control Flow Analysis and State Transition Analysis. These techniques are used for the analy-

sis of the control characteristics of the model.

Calling Structure Analysis is used to assess model accuracy by identifying who calls

whom and who is called by whom. The “who” could be a module, procedure, subroutine, func-

tion, or a method in an object-oriented model. [Miller et al. 1995]

In the case study, inaccuracies caused by message passing (e.g., sending a message to a non-

existent object) in the object-oriented traffic intersection VSE model can be revealed by analyzing

which methods invoke a method and by which methods a method is invoked.

Concurrent Process Analysis is especially useful for parallel and distributed simulations

presented in Chapter 13 of this handbook. Model accuracy is assessed by analyzing the overlap or

concurrency of model components executed in parallel or as distributed. Such analysis can reveal

synchronization problems such as deadlocks. [Rattray 1990]

Control Flow Analysis requires the development of a graph of the model where conditional

branches and model junctions are represented by nodes and the model segments between such

nodes are represented by links [Beizer 1990]. A node of the model graph usually represents a log-

ical junction where the flow of control changes, while an edge represents towards which junction

it changes. This technique examines sequences of control transfers and is useful for identifying

incorrect or inefficient constructs within model representation.

Nance and Overstreet [1987] propose several diagnostics which are based on analysis of

graphs constructed from a particular form of model specification called Condition Specification

[Overstreet and Nance 1985; Moose and Nance 1989]. The diagnostic assistance is categorized
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into three: (1) analytical—determination of the existence of a property, (2) comparative—mea-

sures of differences among multiple model representations, and (3) informative—characteristics

extracted or derived from model representations. Action cluster attribute graph, action cluster inci-

dence graph and run-time graph constitute the basis for the diagnosis.

The analytical diagnosis is conducted by measuring the following indicators: attribute utili-

zation, attribute initialization, action cluster completeness, attribute consistency, connectedness,

accessibility, out-complete and revision consistency. The comparative diagnosis is done by mea-

suring attribute cohesion, action cluster cohesion and complexity. The following indicators are

measured for the informative diagnosis: attribute classification, precedence structure, decomposi-

tion and run-time graph [Nance and Overstreet 1987]. 

State Transition Analysis requires the identification of a finite number of states the model

execution goes through. A state transition diagram is created showing how the model transitions

from one state to another. Model accuracy is assessed by analyzing the conditions under which a

state change occurs. This technique is especially effective for those simulation models created

under the activity scanning, three-phase, and process interaction conceptual frameworks [Balci

1988].

Data Analysis

The data analysis category consists of Data Dependency Analysis and Data Flow Analysis. These

techniques are used to ensure that (1) proper operations are applied to data objects (e.g., data

structures, event lists, linked lists), (2) the data used by the model are properly defined, and (3) the

defined data are properly used [Perry 1995].

Data Dependency Analysis involves the determination of what variables depend on what

other variables [Dunn 1984]. For parallel and distributed simulations, the data dependency knowl-

edge is critical for assessing the accuracy of process synchronization.

Data Flow Analysis is used to assess model accuracy with respect to the use of model vari-

ables. This assessment is classified according to the definition, referencing and unreferencing of

variables [Adrion et al. 1982], i.e., when variable space is allocated, accessed and deallocated. A

data flow graph is constructed to aid in the data flow analysis. The nodes of the graph represent

statements and corresponding variables. The edges represent control flow.

Data flow analysis can be used to detect undefined or unreferenced variables (much as in

static analysis) and, when aided by model instrumentation, can track minimum and maximum

variable values, data dependencies and data transformations during model execution. It is also

useful in detecting inconsistencies in data structure declaration and improper linkages among sub-
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models. [Allen and Cocke 1976; Whitner and Balci 1989]

Fault/Failure Analysis

Fault (incorrect model component) / Failure (incorrect behavior of a model component) Analysis

uses model input-output transformation descriptions to identify how the model might logically

fail. The model design specification is examined to determine if any failure-mode possibilities

could logically occur and in what context and under what conditions. Such model examinations

often lead to identification of model defects. [Miller et al. 1995]

Interface Analysis

The interface analysis category consists of model interface analysis and user interface analysis.

These techniques are especially useful for verification and validation of interactive and distributed

simulations.

Model Interface Analysis is conducted to examine the (sub)model-to-(sub)model interface

and determine if the interface structure and behavior are sufficiently accurate. 

User Interface Analysis is conducted to examine the user-model interface and determine if

it is human engineered so as to prevent occurrences of errors during the user’s interactions with

the model. It is also used to assess how accurately the interface is integrated with the simulation

model. This technique is particularly useful for accuracy assessment of interactive simulation

models used for training purposes.

Semantic Analysis

Semantic analysis is conducted by the simulation system translator or a simulation programming

language compiler and attempts to determine the modeler's intent in writing the code. The com-

piler informs the modeler about what is specified in the source code so that the modeler can verify

that the true intent is accurately reflected.

The compiler generates a wealth of information to help the modeler determine if the true

intent is accurately translated into the executable code: (1) Symbol Tables which describe: the ele-

ments or symbols that are manipulated in the model, function declarations, type and variable dec-

larations, scoping relationships, interfaces, dependencies, etc.; (2) Cross-reference Tables which

describe: called versus calling submodels (where each data element is declared, referenced and

altered), duplicate data declarations (how often and where occurring) and unreferenced source

code; (3) Subroutine Interface Tables which describe the actual interfaces of the caller and the

called; (4) Maps which relate the generated runtime code to the original source code; and (5)
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“Pretty Printers” or Source Code Formatters which provide: reformatted source listing on the

basis of its syntax and semantics, clean pagination, highlighting of data elements and marking of

nested control structures. [Whitner and Balci 1989]

Structural Analysis

Structural analysis is used to examine the model structure and to determine if it adheres to struc-

tured principles. It is conducted by constructing a control flow graph of the model structure and

examining the graph for anomalies, such as multiple entry and exit points, excessive levels of

nesting within a structure and questionable practices such as the use of unconditional branches

(i.e., GOTOs).

Yücesan and Jacobson [1992, 1996] apply the theory of computational complexity and

show that the problem of verifying structural properties of simulation models is intractable. They

illustrate that modeling issues such as accessibility of states, ordering of events, ambiguity of

model specifications and execution stalling are NP-complete decision problems.

Symbolic Evaluation

Symbolic Evaluation is used to assess model accuracy by exercising the model using symbolic

values rather than actual data values for input. It is performed by feeding symbolic inputs into the

(sub)model and producing expressions for the output which are derived from the transformation

of the symbolic data along model execution paths. Consider, for example, the following function:

function jobArrivalTime(arrivalRate,currentClock,randomNumber)
lag = -10
Y = lag * currentClock
Z = 3 * Y
if Z < 0 then

arrivalTime = currentClock – log(randomNumber) / arrivalRate
else

arrivalTime = Z – log(randomNumber) / arrivalRate
end if
return arrivalTime

end jobArrivalTime

In symbolic execution, lag is substituted in Y resulting in Y = –10*currentClock. Substi-

tuting again, we find Z = –30*currentClock. Since currentClock is always zero or pos-

itive, an error is detected that Z will never be greater than zero.

When unresolved conditional branches are encountered, a decision must be made which

path to traverse. Once a path is selected, execution continues down the new path. At some point in

time, the execution evaluation will return to the branch point and the previously unselected branch
35



will be traversed. All paths eventually are taken. 

The result of the execution can be represented graphically as a symbolic execution tree

[King 1976; Adrion et al. 1982]. The branches of the tree correspond to the paths of the model.

Each node of the tree represents a decision point in the model and is labeled with the symbolic

values of data at that juncture. The leaves of the tree are complete paths through the model and

depict the symbolic output produced. 

Symbolic evaluation assists in showing path correctness for all computations regardless of

test data and is also a great source of documentation. However, it has the following disadvantages:

(1) the execution tree can explode in size and become too complex as the model grows, (2) loops

cause difficulties although inductive reasoning and constraint analysis may help, (3) loops make

thorough execution impossible since all paths must be traversed, and (4) complex data structures

may have to be excluded because of difficulties in symbolically representing particular data ele-

ments within the structure. [Dillon 1990; King 1976; Ramamoorthy et al. 1976]

Syntax Analysis

Syntax analysis is carried on by the simulation software compiler or simulation programming lan-

guage compiler to assure that the mechanics of the language are applied correctly [Beizer 1990].

In the case study, during model preparation, the VSE Editor lists all syntax errors in the

preparation window as shown in Figure 10.9. Double-clicking a syntax error name displays the

method where the error occurs, draws a rectangle around the statement, and highlights the token

as a potential source of error.

Traceability Assessment

The Traceability Assessment is used to match, one to one, the elements of one form of the model

to another. For example, the elements of the system and objectives definition (requirements speci-

fication) are matched one to one to the elements of the communicative model (design specifica-

tion). Unmatched elements may reveal either unfulfilled requirements or unintended design

functions. [Miller et al. 1995]

Dynamic VV&T Techniques

Dynamic VV&T techniques require model execution and are intended for evaluating the model

based on its execution behavior. Most dynamic VV&T techniques require model instrumentation.

The insertion of additional code (probes or stubs) into the executable model for the purpose

of collecting information about model behavior during execution is called model instrumentation.
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Probe locations are determined manually or automatically based on static analysis of model struc-

ture. Automated instrumentation is accomplished by a preprocessor which analyzes the model

static structure (usually via graph-based analysis) and inserts probes at appropriate places.

Dynamic VV&T techniques are usually applied using the following three steps. In Step 1,

the executable model is instrumented. In Step 2, the instrumented model is executed and in Step 3,

the model output is analyzed and dynamic model behavior is evaluated.

For example, consider the world-wide air traffic control and satellite communication object-

oriented visual simulation model created by using the VSE [Orca 1996a,b; Balci et al. 1995] in

Figure 10.10. The model can be instrumented in Step 1 to record the following information every

time an aircraft enters into the coverage area of a satellite: (a) aircraft tail number, (b) current

simulation time, (c) aircraft’s longitude, latitude, and altitude, and (d) satellite’s position and

Figure 10.9.  Identification of Syntax Errors during Model Preparation.
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identification number. In Step 2, the model is executed and the information collected is written to

an output file. In Step 3, the output file is examined to reveal discrepancies and inaccuracies in

model representation. 

Acceptance Testing

Acceptance Testing is conducted either by the client organization, by the developer’s SQA group

in the presence of client representatives, or by an independent contractor hired by the client after

the model is officially delivered and before the client officially accepts the delivery. The model is

operationally tested by using the actual hardware and actual data to determine whether all require-

ments specified in the legal contract are satisfied. [Perry 1995; Schach 1996]

Alpha Testing

Alpha Testing refers to the operational testing of the alpha version of the complete model at an in-

house site which is not involved with the model development. [Beizer 1990]

Figure 10.10.  Visual Simulation of Global Air Traffic Control and Satellite Communication [Balci et al. 1995].
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Assertion Checking

An assertion is a statement that should hold true as the simulation model executes. Assertion

checking is a verification technique used to check what is happening against what the modeler

assumes is happening so as to guard model execution against potential errors. The assertions are

placed in various parts of the model to monitor model execution. They can be inserted to hold true

globally—for the whole model; regionally—for some submodels; locally—within a submodel; or

at entry and exit of a submodel. The assertions are similar in structure and the general format for a

local assertion is [Stucki 1977]:

ASSERT LOCAL (extended-logical-expression) [optional-qualifiers]
[control-options]

The “optional-qualifiers” may be chosen such as all, some, after jth aircraft,

before time t. The “control-options” may have the following example syntax [Stucki 1977]:

Consider, for example, the following pseudo-code [Whitner and Balci 1989]: 

Base := Hours * PayRate;
Gross := Base * (1 + BonusRate);

In just these two simple statements, several assumptions are being made. It is assumed that

Hours, PayRate, Base, BonusRate and Gross are all non-negative. The following asserted

code can be used to prevent execution errors due to incorrect values inputted by the user:

Assert Local (Hours ≥ 0 and PayRate ≥ 0 and BonusRate ≥ 0);
Base := Hours * PayRate;
Gross := Base * (1 + BonusRate);

Assertion checking is also used to prevent structural model inaccuracies. For example, the

model in Figure 10.10 can contain assertions such as: (a) a satellite communicates with the correct

ground station, (b) an aircraft’s tail number matches its type, and (c) an aircraft’s flight path is

consistent with the official airline guide.

Clearly, the assertion checking serves two important needs: (1) it verifies that the model is

functioning within its acceptable domain, and (2) the assertion statement documents the intentions

of the modeler. However, the assertion checking degrades the model execution performance forc-

ing the modeler to make a trade-off between execution efficiency and accuracy. If the execution

performance is critical, the assertions should be turned off, but kept permanently to provide both

documentation and means for maintenance testing [Adrion et al. 1982].

…  LIMIT  n  [VIOLATIONS] 
HALT

EXIT  [VIA]  procedure-name 
 
 

  …
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Beta Testing

Beta Testing refers to the operational testing of the beta version of the complete model at a “beta”

user site under realistic field conditions. [Miller et al. 1995]

Bottom-Up Testing

Bottom-up testing is used in conjunction with bottom-up model development strategy. In bottom-

up development, model construction starts with the submodels at the base level (i.e., the ones that

are not decomposed further) and culminates with the submodels at the highest level. As each sub-

model is completed, it is thoroughly tested. When submodels belonging to the same parent have

been developed and tested, the submodels are integrated and integration testing is performed. This

process is repeated in a bottom-up manner until the whole model has been integrated and tested.

The integration of completed submodels need not wait for all “same level” submodels to be com-

pleted. Submodel integration and testing can be and often is, performed incrementally. [Sommer-

ville 1996]

Some of the advantages of bottom-up testing are: (1) it encourages extensive testing at the

submodel level; (2) since most well-structured models consist of a hierarchy of submodels, there

is much to be gained by bottom-up testing; (3) the smaller the submodel and more cohesion it has,

the easier and more complete its testing will be; and (4) it is particularly attractive for testing dis-

tributed simulation models.

Major disadvantages of bottom-up testing include: (1) individual submodel testing requires

drivers, more commonly called test harnesses, which simulate the calling of the submodel and

passing test data necessary to execute the submodel; (2) developing harnesses for every submodel

can be quite complex and difficult; (3) the harnesses may themselves contain errors; and (4) faces

the same cost and complexity problems as does top-down testing.

Comparison Testing

Comparison Testing (also known as back-to-back testing) may be used when more than one

version of a simulation model representing the same system is available for testing [Pressman

1996; Sommerville 1996]. For example, different simulation models may have been developed to

simulate the same military combat aircraft by different organizations or different simulation mod-

els may have been developed to represent the U.S. economy by different economists. All versions

of the simulation model built to represent exactly the same system are run with the same input

data and the model outputs are compared. Differences in the outputs reveal problems with model

accuracy.
40



Compliance Testing

The compliance type of testing is intended to test how accurately different levels of access

authorization are provided, how closely and accurately dictated performance requirements are sat-

isfied, how well the security requirements are met, and how properly the standards are followed.

These techniques are particularly useful for testing the federation of distributed and interactive

simulation models under the Defense department’s high level architecture (HLA) and distributed

interactive simulation (DIS) architecture. [Department of Defense 1995]

Authorization Testing is used to test how accurately and properly different levels of access

authorization are implemented in the simulation model and how properly they comply with the

established rules and regulations. The test can be conducted by attempting to execute a classified

model within a federation of distributed models or try to use classified input data for running a

simulation model without proper authorization. [Perry 1995]

Performance Testing is used to test whether (a) all performance characteristics are mea-

sured and evaluated with sufficient accuracy, and (b) all established performance requirements are

satisfied. [Perry 1995]

Security Testing is used to test whether all security procedures are correctly and properly

implemented in conducting a simulation exercise. For example, the test can be conducted by

attempting to penetrate into the simulation exercise while it is ongoing and break into classified

components such as secured databases. Security testing is applied to substantiate the accuracy and

evaluate the adequacy of the protective procedures and countermeasures. [Perry 1995]

Standards Testing is used to substantiate that the simulation model is developed with

respect to the required standards, procedures, and guidelines.

Debugging

Debugging is an iterative process the purpose of which is to uncover errors or misconcep-

tions that cause the model’s failure and to define and carry out the model changes that correct the

errors. This iterative process consists of four steps. In Step 1, the model is tested revealing the

existence of errors (bugs). Given the detected errors, the cause of each error is determined in Step

2. In Step 3, the model changes believed to be required for correcting the detected errors are iden-

tified. The identified model changes are carried out in Step 4. Step 1 is re-executed right after Step

4 to ensure successful modification because a change correcting an error may create another one.

This iterative process continues until no errors are identified in Step 1 after sufficient testing.

[Dunn 1987]
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Execution Testing

The execution testing category consists of execution monitoring, execution profiling, and execu-

tion tracing techniques. These techniques are used to collect and analyze execution behavior data

for the purpose of revealing model representation errors.

Execution Monitoring is used to reveal errors by examining low-level information about

activities and events which take place during model execution. It requires the instrumentation of a

simulation model for the purpose of gathering data to provide activity- or event-oriented informa-

tion about the model’s dynamic behavior. For example, the model in Figure 10.10 can be instru-

mented to monitor the arrivals and departures of aircrafts within a particular city and the results

can be compared with respect to the official airline guide to judge model validity. The model can

also be instrumented to provide other low-level information such as number of late arrivals, aver-

age passenger waiting time at the airport, and average flight time between two locations.

Execution Profiling is used to reveal errors by examining high-level information (profiles)

about activities and events which take place during model execution. It requires the instrumenta-

tion of an executable model for the purpose of gathering data to present profiles about the model’s

dynamic behavior. For example, the model in Figure 10.10 can be instrumented to produce the

following profiles to assist in model VV&T: (a) a histogram of aircraft interdeparture times, (b) a

histogram of arrival times, and (c) a histogram of passenger check-out times at an airport.

Execution Tracing is used to reveal errors by “watching” the line-by-line execution of a

simulation model. It requires the instrumentation of an executable model for the purpose of trac-

ing the model’s line-by-line dynamic behavior. For example, the model in Figure 10.10 can be

instrumented to record all aircraft arrival times at a particular airport. Then, the trace data can be

compared against the official airline guide to assess model validity.

The major disadvantage of the tracing technique is that execution of the instrumented model

may produce a large volume of trace data that may be too complex to analyze. To overcome this

problem, the trace data can be stored in a database and the modeler can analyze it using a query

language [Fairley 1975, 1976].

Fault/Failure Insertion Testing

This technique is used to insert a kind of fault (incorrect model component) or a kind of failure

(incorrect behavior of a model component) into the model and observe whether the model pro-

duces the invalid behavior as expected. Unexplained behavior may reveal errors in model repre-

sentation.
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Field Testing

Field Testing places the model in an operational situation for the purpose of collecting as much

information as possible for model validation. It is especially useful for validating models of mili-

tary combat systems. Although it is usually difficult, expensive and sometimes impossible to

devise meaningful field tests for complex systems, their use wherever possible helps both the

project team and decision makers to develop confidence in the model. [Shannon 1975; Van Horn

1971]

Functional Testing

Functional Testing (also known as Black-Box Testing) is used to assess the accuracy of model

input-output transformation. It is applied by feeding inputs (test data) to the model and evaluating

the corresponding outputs. The concern is how accurately the model transforms a given set of

input data into a set of output data. 

It is virtually impossible to test all input-output transformation paths for a reasonably large

and complex simulation model since the number of those paths could be in the millions. There-

fore, the objective of functional testing is to increase our confidence in model input-output trans-

formation accuracy as much as possible rather than trying to claim absolute correctness.

Generation of test data is a crucially important but a very difficult task. The law of large

numbers does not apply here. Successfully testing the model under 1,000 input values (test data)

does not imply high confidence in model input-output transformation accuracy just because 1,000

is a large number. Instead, the number 1,000 should be compared with the number of allowable

input values to determine what percentage of the model input domain is covered in testing. The

more the model input domain is covered in testing, the more confidence we gain in the accuracy

of the model input-output transformation. [Howden 1980; Myers 1979]

In the case study, confidence intervals are constructed for each of the 14 performance mea-

sures by using actual observations collected on the vehicle waiting times. Confidence intervals are

also constructed by using the simulation output data under the currently used traffic light timing.

The actual and simulated confidence intervals with a confidence level of 95% are plotted corre-

sponding to each performance measure. Lack of or little overlap between the actual and simulated

confidence intervals revealed invalidity.
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Graphical Comparisons

Graphical Comparisons is a subjective, inelegant and heuristic, yet quite practical approach espe-

cially useful as a preliminary approach to model VV&T. The graphs of values of model variables

over time are compared with the graphs of values of system variables to investigate characteristics

such as similarities in periodicities, skewness, number and location of inflection points, logarith-

mic rise and linearity, phase shift, trend lines and exponential growth constants. [Cohen and Cyert

1961; Forrester 1961; Miller 1975; Wright 1972]

Interface Testing

The interface testing (also known as integration testing) category consists of data interface test-

ing, model interface testing and user interface testing. These techniques are used to assess the

accuracy of data usage, (sub)model-to-(sub)model interface and user-model interface.

Data Interface Testing is conducted to assess the accuracy of data inputted into the model

or outputted from the model during execution. All data interfaces are examined to substantiate that

all aspects of data input/output are correct. This form of testing is particularly important for those

simulation models the inputs of which are read from a database and/or the results of which are

stored into a database for later analysis. The model’s interface to the database is examined to

ensure correct importing and exporting of data. [Miller et al. 1995]

Model Interface Testing is conducted to detect model representation errors created as a

result of (sub)model-to-(sub)model interface errors or invalid assumptions about the interfaces. It

is assumed that each model component (submodel) or a model in distributed simulation is individ-

ually tested and found to be sufficiently accurate before model interface testing begins.

This form of testing deals with how well the (sub)models are integrated with each other and

is particularly useful for object-oriented and distributed simulation models. Under the object-ori-

ented paradigm [See Chapter 12 of this handbook], objects: (a) are created with public and private

interfaces, (b) interface with other objects through message passing, (c) are reused with their

interfaces, and (d) inherit the interfaces and services of other objects.

Model interface testing deals with the accuracy assessment of each type of four interfaces

identified by Sommerville [1996]:

1. Parameter interfaces: pass data or function references from one submodel to another.

2. Shared memory interfaces: enable submodels to share a block of memory where data is placed 
by one submodel and retrieved from there by other submodels.

3. Procedural interfaces: are used to implement the concept of encapsulation under the object-
oriented paradigm. An object provides a set of services (procedures) which can be used by 
other objects and hides (encapsulates) how a service is provided to the outside world.
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4. Message passing interfaces: enable an object to request the service of another by way of mes-
sage passing.

Sommerville [1996] classifies interface errors into three categories:

1. Interface misuse: occurs when a submodel calls another and incorrectly uses its interface. For 
submodels with parameter interfaces, a parameter being passed may be of the wrong type, 
may be passed in the wrong order or the wrong number of parameters may be passed.

2. Interface misunderstanding: occurs when submodel A calls submodel B without satisfying the 
underlying assumptions of submodel B’s interface. For example, submodel A calls a binary 
search routine by passing an unordered list to be searched when in fact the binary algorithm 
assumes that the list is already sorted.

3. Timing errors: occur in real-time, parallel and distributed simulations which use a shared 
memory or a message passing interface.

User Interface Testing is conducted to detect model representation errors created as a

result of user-model interface errors or invalid assumptions about the interfaces. This form of test-

ing is particularly important for testing human-in-the-loop, interactive and training simulations.

User interface testing deals with the assessment of the interactions between the user and the

model. The user interface is examined from low level ergonomic aspects to instrumentation and

controls and from human factors to global considerations of usability and appropriateness for the

purpose of identifying potential errors. [Schach 1996; Miller et al. 1995; Pressman 1996]

Object-Flow Testing

Object-flow testing is similar to transaction-flow testing [Beizer 1990] and thread testing [Som-

merville 1996]. It is used to assess model accuracy by way of exploring the life cycle of an object

during model execution. For example, a dynamic object (aircraft) can be marked for testing in the

VSE model shown in Figure 10.10. Every time the dynamic object enters into a model compo-

nent, the visualization of that component is displayed. Every time the dynamic object interacts

with another object within the component, the interaction is highlighted. Examination of how a

dynamic object flows through the activities and processes, and interacts with its environment dur-

ing its lifetime in model execution is extremely useful for identifying errors in model behavior.

Partition Testing

Partition testing is used for testing the model with the test data generated by analyzing the

model’s functional representatives (partitions). It is accomplished by: (1) decomposing both

model specification and implementation into functional representatives (partitions), (2) comparing

the elements and prescribed functionality of each partition specification with the elements and
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actual functionality of corresponding partition implementation, (3) deriving test data to exten-

sively test the functional behavior of each partition, and (4) testing the model by using the gener-

ated test data.

The model decomposition into functional representatives (partitions) is derived through the

use of symbolic evaluation techniques which maintain algebraic expressions of model elements

and show model execution paths. These functional representations are the model computations.

Two computations are equivalent if they are defined for the same subset of the input domain

which causes a set of model paths to be executed and if the result of the computations is the same

for each element within the subset of the input domain [Howden 1976]. Standard proof techniques

are used to show equivalence over a domain. When equivalence cannot be shown, partition testing

is performed to locate errors, or as Richardson and Clarke [1985] state, to increase confidence in

the equality of the computations due to the lack of error manifestation. By involving both model

specification and implementation, partition testing is capable of providing more comprehensive

test data coverage than other test data generation techniques.

Predictive Validation

Predictive Validation requires past input and output data of the system being modeled. The model

is driven by past system input data and its forecasts are compared with the corresponding past sys-

tem output data to test the predictive ability of the model. [Emshoff and Sisson 1970]

Product Testing

Product testing is conducted by the development organization after all submodels are successfully

integrated (as demonstrated by the interface testing) and before the acceptance testing is per-

formed by the client. No contractor wants to be in a situation where the product (model) fails the

acceptance test. Product testing serves as a means of getting prepared for the acceptance testing.

As such, the SQA group must perform product testing and make sure that all requirements speci-

fied in the legal contract are satisfied before delivering the model to the client organization.

[Schach 1996]

As dictated by Principle 12, successfully testing each submodel does not imply overall

model credibility. Interface testing and product testing must be performed to substantiate overall

model credibility.
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Regression Testing

Regression testing is used to substantiate that correcting errors and/or making changes in the

model do not create other errors and adverse side-effects. It is usually accomplished by retesting

the modified model with the previous test data sets used. Successful regression testing requires

planning throughout the model development life cycle. Retaining and managing old test data sets

are essential for the success of regression testing.

Sensitivity Analysis

Sensitivity Analysis is performed by systematically changing the values of model input variables

and parameters over some range of interest and observing the effect upon model behavior [Shan-

non 1975]. Unexpected effects may reveal invalidity. The input values can also be changed to

induce errors to determine the sensitivity of model behavior to such errors. Sensitivity analysis

can identify those input variables and parameters to the values of which model behavior is very

sensitive. Then, model validity can be enhanced by assuring that those values are specified with

sufficient accuracy. [Hermann 1967; Miller 1974a,b; Van Horn 1971]

Special Input Testing

The special input testing category consists of boundary value testing, equivalence partitioning

testing, extreme input testing, invalid input testing, real-time input testing, self-driven input test-

ing, stress testing and trace-driven input testing techniques. These techniques are used to assess

model accuracy by way of subjecting the model to a variety of inputs.

Boundary Value Testing is employed to test model accuracy by using test cases on the

boundaries of input equivalence classes. A model's input domain can usually be divided into

classes of input data (known as equivalence classes) which cause the model to function the same

way. For example, a traffic intersection model might specify the probability of left turn in a three-

way turning lane as 0.2, the probability of right turn as 0.35 and the probability of travelling

straight as 0.45. This probabilistic branching can be implemented by using a uniform random

number generator that produces numbers in the range 0 ≤ rn ≤ 1. Thus, three equivalence classes

are identified: 0 ≤ rn ≤ 0.2, 0.2 < rn ≤ 0.55 and 0.55 < rn  ≤ 1. Each test case from within a given

equivalence class has the same effect on the model behavior, i.e., produces the same direction of

turn. 

In boundary analysis, test cases are generated just within, on top of and just outside of the

equivalence classes [Myers 1979]. In the example above, the following test cases are selected for

the left turn: 0.0, ± 0.000001, 0.199999, 0.2 and 0.200001. In addition to generating test data on



the basis of input equivalence classes, it is also useful to generate test data which will cause the

model to produce values on the boundaries of output equivalence classes [Myers 1979]. The

underlying rationale for this technique as a whole is that the most error-prone test cases lie along

the boundaries [Ould and Unwin 1986]. Notice that invalid test cases used in the example above

will cause the model execution to fail; however, this failure should be as expected and meaning-

fully documented.

Equivalence Partitioning Testing partitions the model input domain into equivalence

classes in such a manner that a test of a representative value from a class is assumed to be a test of

all values in that class. [Miller et al. 1995; Perry 1995; Pressman 1996; Sommerville 1996]

Extreme Input Testing is conducted by running / exercising the simulation model by using

only minimum values, only maximum values, or arbitrary mixture of minimum and maximum

values for the model input variables.

Invalid Input Testing is performed by running / exercising the simulation model under

incorrect input data and cases to determine whether the model behaves as expected. Unexplained

behavior may reveal model representation errors.

Real-Time Input Testing is particularly important for assessing the accuracy of simulation

models built to represent embedded real-time systems. For example, different design strategies of

a real-time software system to be developed to control the operations of the components of a man-

ufacturing system can be studied by simulation modeling. The simulation model representing the

software design can be tested by way of running it under real-time input data that can be collected

from the existing manufacturing system. Using real-time input data collected from a real system is

particularly important to represent the timing relationships and correlations between input data

points. 

Self-Driven Input Testing is conducted by running / exercising the simulation model under

input data randomly sampled from probabilistic models representing random phenomena in a real

or futuristic system. A probability distribution (e.g., exponential, gamma, weibull) can be fit to

collected data or triangular and beta probability distributions can be used in the absence of data to

model random input conditions [Chapter 3 of this handbook, Banks et al. 1996; Law and Kelton

1991]. Then, using random variate generation techniques, random values can be sampled from the

probabilistic models to test the model validity under a set of observed or speculated random input

conditions.

Stress Testing is intended to test the model validity under extreme workload conditions.

This is usually accomplished by increasing the congestion in the model. For example, the model

in Figure 10.10 can be stress tested by increasing the number of flights between two locations to
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an extremely high value. Such increase in workload may create unexpected high congestion in the

model. Under stress testing, the model may exhibit invalid behavior; however, such behavior

should be as expected and meaningfully documented. [Dunn 1987; Myers 1979]

Trace-Driven Input Testing is conducted by running / exercising the simulation model

under input trace data collected from a real system. For example, a computer system can be instru-

mented by using software and hardware monitors to collect data by tracing all system events. The

raw trace data is then refined to produce the real input data for use in testing the simulation model

of the computer system.

Statistical Techniques 

Much research has been conducted in applying statistical techniques for model validation.

Table 10.3 presents the statistical techniques proposed for model validation and lists related refer-

ences.

The statistical techniques listed in Table 10.3 require that the system being modeled is com-

pletely observable, i.e., all data required for model validation can be collected from the system.

Model validation is conducted by using the statistical techniques to compare the model output

data with the corresponding system output data when the model is run with the “same” input data

that derive the real system. As dictated by Principle 11 on page 21, the comparison of model and

system multiple outputs must be carried out by using a multivariate statistical technique to incor-

porate the correlations among the output variables.

A recommended validation procedure based on the use of simultaneous confidence intervals

is presented below.

A Validation Procedure Using Simultaneous Confidence Intervals. The behavioral accu-

racy (validity) of a simulation model with multiple outputs can be expressed in terms of the differ-

ences between the corresponding model and system output variables when the model is run with

the “same” input data and operational conditions that drive the real system. The range of accuracy

of the jth model output variable can be represented by the jth confidence interval (c.i.) for the dif-

ferences between the means of the jth model and system output variables. The simultaneous con-

fidence intervals (s.c.i.) formed by these c.i.'s are called the model range of accuracy (m.r.a.)

[Balci and Sargent 1984].

Assume that there are k output variables from the model and k output variables from the

system as shown in Figure 10.6 Let  and  be

the k dimensional vectors of the population means of the model and system output variables,

µm( )' µ1
m µ2

m … µk
m, , ,[ ]= µs( )' µ1

s µ2
s … µk

s, , ,[ ]=
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respectively. Basically, there are three approaches for constructing the s.c.i. to express the m.r.a.

for the mean behavior.

In approach I, the m.r.a. is determined by the 100(1 – γ)% s.c.i. for  as

(3)

where  representing lower bounds and  representing upper

bounds of the s.c.i. We can be 100(1 – γ)% confident that the true differences between the popula-

tion means of the model and system output variables are simultaneously contained within (3).

In approach II, the % s.c.i. are first constructed for  as

Table 10.3.  Statistical Techniques Proposed for Validation.

Analysis of Variance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Naylor and Finger 1967]

Confidence Intervals/Regions. . . . . . . . . . . . . . . . . . . [Balci and Sargent 1984; Law and Kelton 1991; Shannon 1975]

Factor Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Cohen and Cyert 1961]

Hotelling's T2 Tests. . . . . . . . . . . . . . . . . . . . . . . . . . . . [Balci and Sargent 1981, 1982a, 1982b, 1983; Shannon 1975]

Multivariate Analysis of Variance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Garratt 1974]

       — Standard MANOVA
       — Permutation Methods
       — Nonparametric Ranking Methods

Nonparametric Goodness-of-fit Tests . . . . . . . . . . . . . . . . . . . . . . [Gafarian and Walsh 1969; Naylor and Finger 1967]

       — Kolmogorov-Smirnov Test
       — Cramer-Von Mises Test
       — Chi-square Test

Nonparametric Tests of Means . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Shannon 1975]

       — Mann-Whitney-Wilcoxon Test
       — Analysis of Paired Observations

Regression Analysis . . . . . . . . . . . . . . . . . . . . . . . . [Aigner 1972; Cohen and Cyert 1961; Howrey and Kelejian 1969]

Theil's Inequality Coefficient . . . . . . . . . . . . . . . . . [Kheir and Holmes 1978; Rowland and Holmes 1978; Theil 1961]

Time Series Analysis

       — Spectral Analysis  . . . . . . . . . . . . . [Fishman and Kiviat 1967; Gallant et al. 1974; Howrey and Kelejian 1969;
Hunt 1970; Van Horn 1971; Watts 1969]

       — Correlation Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Watts 1969]
       — Error Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Damborg and Fuller 1976; Tytula 1978]

t-Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Shannon 1975; Teorey 1975]
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(4)

where  and . Then, the % s.c.i.

are constructed for  as

(5)

where  and . Finally, using the Bonferroni ine-

quality, the m.r.a. is determined by the following s.c.i. for  with a confidence level of at

least  when the model and system outputs are dependent and with a level of at least

 when the outputs are independent [Kleijnen 1975]:

. (6)

In approach III, the model and system output variables are observed in pairs and the m.r.a. is

determined by the 100(1 – γ)% s.c.i. for , the population means of the differences of paired

observations, as

(7)

where  and .

The approach for constructing the m.r.a. should be chosen with respect to the way the model

is driven. The m.r.a. is constructed by using the observations collected from the model and system

output variables by running the model with the “same” input data and operational conditions that

drive the real system. If the simulation model is self-driven, then the “same” indicates that the

model input data are coming independently from the same populations or stochastic process of the

system input data. Since the model and system input data are independent of each other, but com-

ing from the same populations, the model and system output data are expected to be independent

and identically distributed. Hence, approach I or II can be used. The use of approach III in this

case would be less efficient. If the simulation model is trace-driven, the “same” indicates that the

model input data are exactly the same as the system input data. In this case, the model and system

output data are expected to be dependent and identical. Therefore, approach II or III should be

used.

Sometimes, the model sponsor, model user, or a third party may specify an acceptable range

of accuracy for a specific simulation study. This specification can be made for the mean behavior

of a stochastic simulation model as

δm τm,[ ]
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. (8)

where  and  are the lower and upper bounds of the

acceptable differences between the population means of the model and system output variables. In

this case, the m.r.a. should be compared against (6) to evaluate model validity.

The shorter the lengths of the m.r.a., the more meaningful is the information they provide.

The lengths can be decreased by increasing the sample sizes or by decreasing the confidence

level. However, such increases in sample sizes may increase the cost of data collection. Thus, a

trade-off analysis may be necessary among the sample sizes, confidence levels, half-length esti-

mates of the m.r.a, data collection method and cost of data collection. For details of performing

the trade-off analysis see [Balci and Sargent 1984].

The confidence interval validation procedure is presented in Figure 10.11. 

Structural Testing

The structural testing (also known as white-box testing) category consists of branch testing, condi-

tion testing, data flow testing, loop testing, path testing and statement testing techniques. Struc-

tural (white-box) testing is used to evaluate the model based on its internal structure (how it is

built) whereas functional (black-box) testing is intended for assessing the input-output transfor-

mation accuracy of the model. Structural testing employs data flow and control flow diagrams to

assess the accuracy of internal model structure by examining model elements such as statements,

branches, conditions, loops, internal logic, internal data representations, submodel interfaces and

model execution paths.

Branch Testing is conducted to run / exercise the simulation model under test data so as to

execute as many branch alternatives as possible, as many times as possible and to substantiate

their accurate operations. The more branches are successfully tested, the more confidence we gain

in model’s accurate execution with respect to its logical branches. [Beizer 1990]

Condition Testing is conducted to run / exercise the simulation model under test data so as

to execute as many (compound) logical conditions as possible, as many times as possible and to

substantiate their accurate operations. The more logical conditions are successfully tested, the

more confidence we gain in model’s accurate execution with respect to its logical conditions.

Data Flow Testing uses the control flow graph to explore sequences of events related to the

status of data structures and to examine data-flow anomalies. For example, sufficient paths can be

forced to execute under test data to assure that every data element and structure is initialized prior

to use or every declared data structure is used at least once in an executed path. [Beizer 1990]

Loop Testing is conducted to run / exercise the simulation model under test data so as to

L µm µs
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Figure 10.11.  A Validation Procedure Using Simultaneous Confidence Intervals.
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execute as many loop structures as possible, as many times as possible and to substantiate their

accurate operations. The more loop structures are successfully tested, the more confidence we

gain in the model’s accurate execution with respect to its loop structures. [Pressman 1996]

Path Testing is conducted to run / exercise the simulation model under test data so as to

execute as many control flow paths as possible, as many times as possible and to substantiate their

accurate operations. The more control flow paths are successfully tested, the more confidence we

gain in model’s accurate execution with respect to its control flow paths. However, 100% path

coverage is impossible to achieve for a reasonably large simulation model. [Beizer 1990]

Path testing is performed in three steps [Howden 1976]. In Step 1, the model control struc-

ture is determined and represented in a control flow diagram. In Step 2, test data is generated to

cause selected model logical paths to be executed. Symbolic execution can be used to identify and

group together classes of input data based on the symbolic representation of the model. The test

data is generated in such a way as to: (1) cover all statements in the path, (2) encounter all nodes

in the path, (3) cover all branches from a node in the path, (4) achieve all decision combinations at

each branch point in the path, and (5) traverse all paths [Prather and Myers 1987]. In Step 3, by

using the generated test data, the model is forced to proceed through each path in its execution

structure, thereby providing comprehensive testing. 

In practice, only a subset of all possible model paths are selected for testing due to the bud-

getary constraints. Recent work has sought to increase the amount of coverage per test case or to

improve the effectiveness of the testing by selecting the most critical areas to test. The path prefix

strategy is an “adaptive” strategy that uses previous paths tested as a guide in the selection of sub-

sequent test paths. Prather and Myers [1987] prove that the path prefix strategy achieves total

branch coverage. 

The identification of essential paths is a strategy which reduces the path coverage required

by nearly 40 percent [Chusho 1987]. The basis for the reduction is the elimination of non-essen-

tial paths. Paths which are overlapped by other paths are non-essential. The model control flow

graph is transformed into a directed graph whose arcs (called primitive arcs) correspond to the

essential paths of the model. Non-essential arcs are called inheritor arcs because they inherit

information from the primitive arcs. The graph produced during the transformation is called an

inheritor-reduced graph. Chusho [1987] presents algorithms for efficiently identifying non-essen-

tial paths and reducing the control graph into an inheritor-reduced graph and for applying the con-

cept of essential paths to the selection of effective test data. 

Statement Testing is conducted to run / exercise the simulation model under test data so as

to execute as many statements as possible, as many times as possible and to substantiate their
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accurate operations. The more statements are successfully tested, the more confidence we gain in

the model’s accurate execution with respect to its statements. [Beizer 1990]

Submodel/Module Testing

Submodel/Module Testing requires a top-down model decomposition in terms of submodels/mod-

ules. The executable model is instrumented to collect data on all input and output variables of a

submodel. The system is similarly instrumented (if possible) to collect similar data. Then, each

submodel behavior is compared with corresponding subsystem behavior to judge submodel valid-

ity. If a subsystem can be modeled analytically (e.g., as an M/M/1 model), its exact solution can

be compared against the simulation solution to assess validity quantitatively.

Validating each submodel individually does not imply sufficient validity for the whole

model as dictated by Principle 12; each submodel is found sufficiently valid with some allowable

error and the allowable errors can accumulate to make the whole model invalid. Therefore, after

individually validating each submodel, the whole model itself must be subjected to overall testing.

Symbolic Debugging

Symbolic debugging assists in model VV&T by employing a debugging tool that allows the mod-

eler to manipulate model execution while viewing the model at the source code level. By setting

“breakpoints”, the modeler can interact with the entire model one step at a time, at predetermined

locations, or under specified conditions. While using a symbolic debugger, the modeler may alter

model data values or cause a portion of the model to be “replayed”, i.e., executed again under the

same conditions (if possible). Typically, the modeler utilizes the information from execution his-

tory generation techniques, such as tracing, monitoring and profiling, to isolate a problem or its

proximity. Then the debugger is employed to understand how and why the error occurs. 

Current state-of-the-art debuggers (or interactive runtime controllers) allow viewing the

runtime code as it appears in the source listing, setting “watch” variables to monitor data flow,

viewing complex data structures and even communicating with asynchronous I/O channels. The

use of symbolic debugging can greatly reduce the debugging effort while increasing its effective-

ness. Symbolic debugging allows the modeler to locate errors and check numerous circumstances

which lead up to the errors. [Whitner and Balci 1989]

Top-Down Testing

Top-down testing is used in conjunction with top-down model development strategy. In top-down

development, model construction starts with the submodels at the highest level and culminates
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with the submodels at the base level (i.e., the ones that are not decomposed further). As each sub-

model is completed, it is thoroughly tested. When submodels belonging to the same parent have

been developed and tested, the submodels are integrated and integration testing is performed. This

process is repeated in a top-down manner until the whole model has been integrated and tested.

The integration of completed submodels need not wait for all “same level” submodels to be com-

pleted. Submodel integration and testing can be and often is, performed incrementally. [Sommer-

ville 1996]

Top-down testing begins with testing the global model at the highest level. When testing a

given level, calls to submodels at lower levels are simulated using submodel “stubs.” A stub is a

dummy submodel which has no other function than to let its caller complete the call. Fairley

[1976] lists the following advantages of top-down testing: (1) model integration testing is mini-

mized, (2) early existence of a working model results, (3) higher level interfaces are tested first,

(4) a natural environment for testing lower levels is provided, and (5) errors are localized to new

submodels and interfaces. 

Some of the disadvantages of top-down testing are: (1) thorough submodel testing is dis-

couraged (the entire model must be executed to perform testing), (2) testing can be expensive

(since the whole model must be executed for each test), (3) adequate input data is difficult to

obtain (because of the complexity of the data paths and control predicates), and (4) integration

testing is hampered (again, because of the size and complexity induced by testing the whole

model) [Fairley 1976].

Visualization/Animation

Visualization/Animation of a simulation model greatly assists in model VV&T [Bell and O’Keefe

1994; Sargent 1996]. Displaying graphical images of internal (e.g., how customers are served by a

cashier) and external (e.g., utilization of the cashier) dynamic behavior of a model during execu-

tion enables us to discover errors by seeing. For example, in the case study, we can observe the

arrivals of vehicles in different lanes and their movements through the intersection as the traffic

light changes as shown in Figure 10.12. Seeing the animation of the model as it executes and com-

paring it with the operations of the real traffic intersection can help us identify discrepancies

between the model and the system. In the case study, the animation was extremely useful for iden-

tifying bugs in the model logic. Many errors were reflected in the animation and were easily

noticed.

Seeing the model in action is very useful for uncovering errors; however, seeing is not

believing in visual simulation [Paul 1989]. Observing that the animation of model behavior is free
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of errors does not guarantee the correctness of the model results.

Formal VV&T Techniques

Formal VV&T techniques are based on mathematical proof of correctness. If attainable, proof of

correctness is the most effective means of model VV&T. Unfortunately, “if attainable” is the over-

riding point with regard to formal VV&T techniques. Current state-of-the-art proof of correctness

techniques are simply not capable of being applied to even a reasonably complex simulation

model. However, formal techniques serve as the foundation for other VV&T techniques and the

most commonly known eight techniques are briefly described below: (1) induction, (2) inductive

assertions, (3) inference, (4) λ-calculus, (5) logical deduction, (6) predicate calculus, (7) predicate

transformation, and (8) proof of correctness. [Khanna 1991; Whitner and Balci 1989]

Induction, inference and logical deduction are simply acts of justifying conclusions on the

Figure 10.12.  Traffic Intersection Simulation Model Animation.
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basis of premises given. An argument is valid if the steps used to progress from the premises to the

conclusion conform to established rules of inference. Inductive reasoning is based on invariant

properties of a set of observations (assertions are invariants since their value is defined to be true).

Given that the initial model assertion is correct, it stands to reason that if each path progressing

from that assertion can be shown to be correct and subsequently each path progressing from the

previous assertion is correct, etc., then the model must be correct if it terminates. Formal induc-

tion proof techniques exist for the intuitive explanation just given.

Birta and Özmizrak [1996] present a knowledge-based approach for simulation model vali-

dation based on the use of a validation knowledge base containing rules of inference.

Inductive assertions are used to assess model correctness based on an approach that is very

close to formal proof of model correctness. It is conducted in three steps. In Step 1, input-to-out-

put relations for all model variables are identified. In Step 2, these relations are converted into

assertion statements and are placed along the model execution paths in such a way as to divide the

model into a finite number of “assertion-bound” paths, i.e., an assertion statement lies at the

beginning and end of each model execution path. In Step 3, verification is achieved by proving

that for each path: if the assertion at the beginning of the path is true and all statements along the

path are executed, then the assertion at the end of the path is true. If all paths plus model termina-

tion can be proved, by induction, the model is proved to be correct. [Manna et al. 1973; Reynolds

and Yeh 1976]

The λ-calculus [Barendregt 1981] is a system for transforming the model into formal

expressions. It is a string-rewriting system and the model itself can be considered as a large string.

The λ-calculus specifies rules for rewriting strings, i.e., transforming the model into λ-calculus

expressions. Using the λ-calculus, the modeler can formally express the model so that mathemat-

ical proof of correctness techniques can be applied. 

The predicate calculus provides rules for manipulating predicates. A predicate is a combi-

nation of simple relations, such as completed_jobs >steady_state_length. A predicate will either

be true or false. The model can be defined in terms of predicates and manipulated using the rules

of the predicate calculus. The predicate calculus forms the basis of all formal specification lan-

guages [Backhouse 1986]. 

Predicate transformation [Dijkstra 1975; Yeh 1977] provides a basis for verifying model

correctness by formally defining the semantics of the model with a mapping which transforms

model output states to all possible model input states. This representation provides the basis for

proving model correctness.

Formal proof of correctness corresponds to expressing the model in a precise notation and
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then mathematically proving that the executed model terminates and it satisfies the requirements

specification with sufficient accuracy [Backhouse 1986; Schach 1996]. Attaining proof of correct-

ness in a realistic sense is not possible under the current state of the art. However, the advantage of

realizing proof of correctness is so great that when the capability is realized, it will revolutionize

the model VV&T.

10.5  CREDIBILITY ASSESSMENT STAGES

It is very important to understand the 15 principles of VV&T presented in Section 10.3 when

applying more than 75 VV&T techniques described in Section 10.4 throughout the entire life

cycle of a simulation study given in Figure 10.1. The principles help the researchers, practitioners

and managers better understand what VV&T is all about. These principles serve to provide the

underpinnings for the VV&T techniques. Understanding and applying the principles is crucially

important for the success of a simulation study.

Table 10.4 marks the VV&T techniques that are applicable for each major credibility

assessment stage of the life cycle of a simulation study. The rows of Table 10.4 list the VV&T

techniques in alphabetical order. The column labels correspond to the major credibility assess-

ment stages in the life cycle:

• Formulated Problem VV&T

• Feasibility Assessment of Simulation

• System and Objectives Definition VV&T

• Model Qualification

• Communicative Model VV&T

• Programmed Model VV&T

• Experiment Design VV&T

• Data VV&T

• Experimental Model VV&T

• Presentation VV&T

It should be noted that the above list shows only the major credibility assessment stages and

many other VV&T activities exist throughout the life cycle.

Formulated Problem VV&T

Formulated problem VV&T deals with substantiating that the formulated problem contains the

actual problem in its entirety and is sufficiently well structured to permit the derivation of a suffi-

ciently credible solution [Balci and Nance 1985]. Failure to formulate the actual problem results
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in a Type III error. Once a Type III error is committed, regardless of how well the problem is

solved, the simulation study will either end unsuccessfully or with a Type II error. Therefore, the

accuracy of the formulated problem greatly affects the credibility and acceptability of simulation

results.

In the case study, type III error may be committed if the problem domain boundary excludes

the adjacent traffic intersections. It is possible that the traffic light timings of the adjacent intersec-

tions are set in such a way that they all turn green at the same time for the traffic travelling towards

the intersection under study. Such light timings may be the root cause of congestion. Correcting

the light timings at the adjacent traffic intersections may very well solve the congestion problem

at the traffic intersection under study. Failure to identify such a cause may result in type III error.

Audit, cause-effect graphing, desk checking, face validation, inspections, reviews, and

walkthroughs can be applied for conducting formulated problem VV&T. In applying cause-effect

graphing, a causality network is created to analyze the potential root causes of the communicated

problem [Balci and Nance 1985]. The questionnaire developed by Balci and Nance [1985] with

38 indicators can be used in applying audit, inspections, reviews and walkthroughs.

Feasibility Assessment of Simulation

Audit, desk checking, face validation, inspections, reviews and walkthroughs can be applied for

assessing the feasibility of simulation with the use of indicators such as: (1) Are the benefits and

cost of simulation solution estimated correctly? (2) Do the potential benefits of simulation solu-

tion justify the estimated cost of obtaining it? (3) Is it possible to solve the problem using simula-

tion within the time limit specified? (4) Can all of the resources required by the simulation project

be secured? and (5) Can all of the specific requirements (e.g., access to pertinent classified infor-

mation) of the simulation project be satisfied?

throughs ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔
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System and Objectives Definition VV&T

For the purpose of generality, the term “system” is used to refer to the entity that contains the for-

mulated problem. System and objectives definition VV&T deals with assessing the credibility of

the system investigation process in which system characteristics are explored for consideration in

system definition and modeling.

Audit, desk checking, face validation, inspections, reviews, and walkthroughs can be

applied for conducting system and objectives definition VV&T by using indicators such as: (1)

Since systems and objectives may change over a period of time, will we have the same system and

objectives definition at the conclusion of the simulation study (which may last from six months to

several years)? (2) Is the system's environment (boundary) identified correctly? (3) What counter-

intuitive behavior may be caused within the system and its environment? (4) Will the system sig-

nificantly drift to low performance requiring a periodic update of the system definition? and (5)

Are the interdependency and organization of the system characterized accurately? The objective

here is to substantiate that the system characteristics are identified and the study objectives are

explicitly defined with sufficient accuracy. An error made here may not be caught until very late in

the life cycle resulting in a high cost of correction or an error of Type II or III.

Model Qualification

Model qualification is intended for assessing the credibility of the model formulation process. A

model should be conceptualized under the guidance of a structured approach such as the Conical

Methodology [Nance 1994]. One key idea behind the use of a structured approach is to control the

model complexity so that we can successfully verify and validate the model. The use of a struc-

tured approach is an important factor determining the success of a simulation project, especially

for large-scale and complex models.

During the conceptualization of the model, one makes many assumptions in abstracting

reality. Each assumption should be explicitly specified. Model Qualification deals with the justifi-

cation that all assumptions made are appropriate and the conceptual model provides an adequate

representation of the system with respect to the study objectives. Audit, desk checking, face vali-

dation, inspections, reviews and walkthroughs can be applied for conducting model qualification.

In the case study, many assumptions including the following are made in abstracting the

traffic intersection operation: (1) pedestrians are excluded, (2) bicycles and emergency vehicles

are excluded, (3) the light timing cycle length is assumed constant and the sensor in lane 9 is

ignored, (4) yellow light is included in green since most drivers pass on yellow, (5) all drivers

obey the traffic laws, and (6) all vehicles have the same size. These assumptions were justified to
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be appropriate under the study objectives in the model qualification credibility assessment stage.

Communicative Model VV&T

Communicative model VV&T deals with confirming the adequacy of the communicative model to

provide an acceptable level of agreement for the domain of intended application. Domain of

Intended Application [Schlesinger et al. 1979] is the prescribed conditions for which the model is

intended to match the system under study. Level of Agreement [Schlesinger et al. 1979] is the

required correspondence between the model and the system, consistent with the domain of

intended application and the study objectives.

In the case study, the graphical model design specification, shown in Figure 10.3, is justified

to be sufficiently accurate. Inspections are conducted to substantiate that all vehicle movements in

the model design specification represent the real-life movements with sufficient accuracy. Specifi-

cations of all classes is found to be appropriate.

Programmed Model VV&T

Programmed model VV&T deals with the assessment of programmed (executable) model accu-

racy. Most of the techniques in Table 10.4 are applicable for conducting programmed model

VV&T.

In the case study, many of the applicable techniques in Table 10.4 were used to assess the

executable model accuracy. Specifically, the animation was very helpful. In addition, tracing of

message passing was instrumental in revealing some of the bugs.

Experiment Design VV&T

Experiment design VV&T deals with substantiating the sufficient accuracy of the design of exper-

iments. The techniques marked in Table 10.4 can be applied for conducting experiment design

VV&T with the use of indicators such as: (1) Are the algorithms used for random variate genera-

tion theoretically accurate? (2) Are the random variate generation algorithms translated into exe-

cutable code accurately? (Error may be induced by computer arithmetic or by truncation due to

machine accuracy, especially with order statistics (e.g., X = – loge(1–U)) [Schmeiser 1981].); (3)

How well is the random number generator tested? (Using a generator which is not rigorously

shown to produce uniformly distributed independent numbers with sufficiently large period may

invalidate the whole experiment design.); (4) Are appropriate statistical techniques implemented

to design and analyze the simulation experiments? How well are the underlying assumptions sat-

isfied? (See [Law 1983] for several reasons why output data analyses have not been conducted in
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an appropriate manner.); (5) Is the problem of the initial transient (or the start-up problem) [Wil-

son and Pritsker 1978] appropriately addressed? and (6) For comparison studies, are identical

experimental conditions replicated correctly for each of the alternative operating policies com-

pared?

Data VV&T

Data VV&T involves input data model VV&T and deals with substantiating that all data used

throughout the model development phases of the life cycle in Figure 10.1 are accurate, complete,

unbiased and appropriate in their original and transformed forms. An input data model is the char-

acterization of an input process (e.g., characterization of an arrival process by Poisson probability

distribution). U.S. GAO [1987] emphasizes the importance of input data model validation in cred-

ibility assessment of simulations.

In those cases where data cannot be collected, data values may be determined through cali-

bration. Calibration is an iterative process in which a probabilistic characterization for an input

variable or a fixed value for a parameter is tried until the model is found to be sufficiently valid.

The techniques marked in Table 10.4 can be applied for conducting data VV&T with the

use of indicators such as: (1) Does each input data model possess a sufficiently accurate represen-

tation? (2) Are the parameter values identified, measured, or estimated with sufficient accuracy?

(3) How reliable are the instruments used for data collection and measurement? (4) Are all data

transformations done accurately? (e.g., are all data transformed correctly into the same time unit

of the model?) (5) Is the dependence between the input variables, if any, represented by the input

data model(s) with sufficient accuracy? (Blindly modeling bivariate relationships using only cor-

relation to measure dependency is cited as a common error by Schmeiser [1981].); and (6) Are all

data up-to-date?

Experimental Model VV&T

Experimental model VV&T deals with substantiating that the experimental model has sufficient

accuracy in representing the system under study consistent with the study objectives. All of the

techniques listed in Table 10.4 can be applied for conducting experimental model VV&T. The

applicability of the VV&T techniques depends upon the following cases where the system being

modeled is: (1) completely observable—all data required for model VV&T can be collected from

the system, (2) partially observable—some required data can be collected, or (3) nonexistent or

completely unobservable. The statistical techniques in Table 10.3 are applicable only for case 1. 

In the case study, many of the applicable techniques in Table 10.4 were used to assess the
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experimental model accuracy. Some of the statistical techniques in Table 10.3 were also used.

Presentation VV&T

Presentation VV&T deals with justifying that the simulation results are interpreted, documented

and communicated with sufficient accuracy.

Since all simulation models are descriptive, simulation results must be interpreted. A

descriptive model describes the behavior of a system without any value judgment on the “good-

ness” or “badness” of such behavior. In the simulation of an interactive computer system, for

example, the model may produce a value of 20 seconds for the average response time. But, it does

not indicate whether the value 20 is a “good” result or a “bad” one. Such a judgment is made by

the simulation analyst depending upon the study objectives. Under one set of study objectives the

value 20 may be too high; under another, it may be reasonable. The project team should review

the way the results are interpreted in every detail to evaluate interpretation accuracy. Errors may

be induced due to the complexity of simulation results, especially for large scale and complex

models.

Gass [1983] points out that “we do not know of any model assessment or modeling project

review that indicated satisfaction with the available documentation.” Nance [1994] advocates the

use of standards in simulation documentation. The documentation problem should be attributed to

the lack of automated support for documentation generation integrated with model development

continuously throughout the entire life cycle. The model development environment [Balci 1986;

Balci and Nance 1987; Derrick and Balci 1995; Balci et al. 1995] provides such computer-aided

assistance for documenting a simulation study with respect to the phases, processes and credibil-

ity assessment stages of the life cycle in Figure 10.1.

The simulation project team must devote sufficient effort in communicating technical simu-

lation results to decision makers in a language they will understand. They must pay more attention

to translating from the specialized jargon of the discipline into a form that is meaningful to the

nonsimulationist and nonmodeler. Simulation results may be presented to the decision makers as

integrated within a Decision Support System (DSS). With the help of a DSS, a decision maker can

understand and utilize the results much better. The integration accuracy of simulation results

within the DSS must be verified. If results are directly presented to the decision makers, the pre-

sentation technique (e.g., overheads, slides, films, etc.) must be ensured to be effective enough.

The project management must make sure that the team members are trained and possess sufficient

presentation skills.

Audit, desk checking, face validation, inspections, reviews, visualization/animation and
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walkthroughs can be applied for conducting presentation VV&T.

10.6  CONCLUDING REMARKS

The life cycle application of VV&T is extremely important for successful completion of complex

and large-scale simulation studies. This point must be clearly understood by the sponsor of the

simulation study and the organization conducting the simulation study. The sponsor must furnish

funds under the contractual agreement and require the contractor to apply VV&T throughout the

entire life cycle of a simulation study.

Assessing credibility throughout the life cycle is an onerous task. Applying the VV&T tech-

niques throughout the life cycle is time consuming and costly. In practice, under time pressure to

complete a simulation study, the VV&T and documentation are sacrificed first. Computer-aided

assistance for credibility assessment is required to alleviate these problems. More research is

needed to bring automation to the application of VV&T techniques.

Integration of VV&T with model development is crucial. This integration is best achieved

within a computer-aided simulation model development environment [Balci 1986; Balci and

Nance 1987; Derrick and Balci 1995; Balci et al. 1995]. More research is needed for this integra-

tion.

The question of which of the applicable VV&T techniques should be selected for a particu-

lar VV&T activity in the life cycle should be answered by taking the following into consideration:

(a) model type, (b) simulation type, (c) problem domain, and (d) study objectives.

How much to test or when to stop testing depends on the study objectives. The testing

should continue until we achieve sufficient confidence in credibility and acceptability of simula-

tion results. The sufficiency of the confidence is dictated by the study objectives.

Establishing a simulation quality assurance (SQA) program within the organization con-

ducting the simulation study is extremely important for successful credibility assessment. The

SQA management structure goes beyond VV&T and is also responsible for assessing other model

quality characteristics such as maintainability, reusability, and usability (human-computer inter-

face). The management of the SQA program and the management of the simulation project must

be independent of each other and neither should be able to overrule the other [Schach 1996]. 

Subjectivity is, and will always be, part of the credibility assessment for a reasonably com-

plex simulation study. The reason for subjectivity is two-fold: modeling is an art and credibility

assessment is situation dependent. A unifying approach based on the use of indicators measuring

qualitative as well as quantitative aspects of a simulation study should be developed.
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